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Introduction

For the past several years, Sprint has taken several internal research and development software initiatives based upon TINA.  The efforts have produced several instances of production software that are still present in Sprint production systems.  Systems based upon the Network Resources Information Model (NRIM) [1] and the Distributed Processing Environment (DPE) [1].  Experience in both of these areas has resulted in feedback in the form of the Resource Information Model (RIM) [2] and documents related to the usage of DPE and the CMA [3].

It is the belief of many within Sprint that the RIM and DPE are viable technologies, but it has been a long, slow road toward acceptance.  

This document discusses some of the modifications of the NRIM and DPE that has resulted in Sprint’s contributions back to the TINA, including recommended additions to the components of the Connectivity Management Architecture (CMA).  

NRIM to RIM: The next step

NRIM Issues

It was in 1998, after more than four production attempts at the NRIM, that a small group of individuals within Sprint formed with the objective of enhancing the NRIM.  NRIM v3.0 is a splendid connection oriented model, but was insufficient to implement a large network management system.  This was not necessarily the scope of NRIM v3.0 but the lack of scope made it increasingly difficult to convince management of the utility of the model.  Typically, it was recommended to buy an off-the-shelf product that was knowingly insufficient but covered more of the operational aspect of connection technology oriented network management.

The main issues of the NRIM (and Connectivity Management Architecture – CMA) are:

1. Inability to correlate a Network Element’s physical (hardware/software) and logical representations.

Use cases that require the ability to trace a software/hardware element to its logical representation comprise a large portion of the Service Assurance scenarios in network management. This is due to the fact that hardware or software based solutions to network problems are common in network operations (swapping a card with one that has defective behavior, a cable problem, or upgrading to a more stable software load, etc). The root of the Service Assurance requirements is the ability to track the relationship between hardware, software and its logical representation is the primary motive, but it should also be a primary objective of the RIM to utilize existing standards that meet these requirements. The Common Information Model of the DMTF provides a hardware and software representation and is therefore integrated with some modification, into the RIM.  The software representation provided by DPE is also integrated.  This avoids potential conflict between the DPE and RIM.  The software representation chosen for DPE in the RIM is based upon the OMG’s CORBA component model [4].

2. Lack of representation of technology interactions (translation and encapsulation functions).

Characteristic information and technological representation has been sketchy at best in the NRIM. The need to present a strong model for representing technologies (protocols) and their inter-relationships of encapsulation and translation protocols was not addressed.

The ability to represent various protocols also implies that signaling and multimedia protocols may be represented. Thus, consideration for signal and multimedia protocols in all aspects of the RIM could be made.

3. Directionality attributes added to reference points and Transport Entities.
Discussions with various developers of NRIM applications noted that the lack of a directionality indicator in Transport Entities (Flow Connections) made it difficult to distinguish whether the entity was uni- or bi-directional.

4. Conceptual re-alignment with G.803/805: made connections a subclass of Transport Entities, changed the NRIM term of Edge to Subnetwork Termination Point (SNTP) and subclass all termination points from ReferencePoint class.

“Edges” are also taught as a basic graph theory concept. Since most implementing organizations would employ individuals familiar with graph theory, the Edge term previously used to represent what is a node at the extremity of a subnetwork could be confusing.

The concepts of the NRIM/RIM and those of the ITU share common origins. More importantly, the two models cover similar concepts. Therefore, the usage of and alignment with the core concepts of the RIM and those of network oriented ITU information models is desirable. This allows a “best of breed” approach where the best concepts of both models may be combined. It also allows a common basis for ITU modelers to learn the RIM and TINA-C modelers to comprehend core ITU concepts.

5. Common representations of network equipment has changed over the last few years to include equipment that lies within a customer premise but is managed by the connectivity provided.  This market of managed network services provides an alternative representation that is not supported in NRIM v3.0. 

RIM: The next Step

In order to overcome many of these issues, several modifications would be made.  The core modifications would result in restructuring the RIM and eventually the CMA.

The TINA Network Element

The TINA Network Element (TNE) is introduced to solve the issues related to the representation of associations between software, hardware and logical models.  The TNE is tied to the physical representation class or Network Element (defined in CIM[7]).  The TNE is also associated with a set of DPE instances (not shown in these figures) and protocols represented in the meta-model.  
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Figure 1 – TNE, Stream Based Functions and Network Elements
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Figure 2 – DPE /CORBA classes

Subclasses of the TNE, the Managed Network Element (MNE) and Unmanaged Network Element (UNE), are used to represent levels of knowledge and control of a TNE.  The UNE represents an element that the connectivity provider know of the hardware/software but does not manage.  Thus, no detailed representation of its Layer Network specific information (i.e. subnetwork level) is retained.  On the other hand, the MNE associates the subnetworks to the hardware/software representation.  The UNE is akin to the CPE object of NRIM v3.0 but as a subclass of the TNE may be easily transformed into an MNE upon upsale of a managed service to the customer.  The MNE may also represent network elements within the connectivity provider’s domain.
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Figure 3 – Connectivity and Network Elements

The Meta-Model

The base theory behind RIM and hence, the CMA, is the existence of a protocol meta-model.  This model is simple in nature, but like any meta-model, it represents rather powerful concepts.  What is used in the main information model is a model that abstracts the technologies of multimedia, physical media, transport (bearer) and control (signaling).  

[image: image1.wmf]PlaneType

ptControl

ptBearer

ptPhysicalMedia

ptMultiMedia

(from m_Networking)

<<CORBAEnum>>

Interworking

StreamProtocol

0..*

0..*

+encapsulates

0..*

+encapsulated

0..*

InterNetworking

0..*

+interworks

0..*

Interworking

Internetworking

ManagedSystemElement

(from cim)

0..*

0..*

0..*

0..*

Component

0..*

0..*

0..*

0..*

Dependency

StreamBasedFunction

+type

Plane

0..*

+strmfunction

0..*

StreamingFunctions

ProtocolMap

0..*

+protocols

0..*

Protocols


Figure 4 – The base meta-model for technology

The idea behind the model presented here is to model the various functions and their presence of this technology either in the Multimedia, PhysicalMedia, Control (signaling) or Bearer (transport) plane (denoted by the PlaneType enumeration).  The ManagedSystemElement is the root object for all managed objects, of which technologies (StreamBasedFunctions) are part.  

The StreamBasedFunctions break down into three types.  The first is the Stream Protocol that is analogous to IP or ATM (for bearer) or SGCP or Q.2931 (for control) and represents a protocol that exists for communication (either transport or signaling) within the plane in which it resides.  These denote what may be seen as the primitive technologies of the plane they are present in.  When one primitive technology is translated to another it is said to be Interworked.  The act of providing Interworking functions is itself a technology.  This is also true for encapsulation; this function is also 

referred to as InterNetworking.  Thus, Interworking and InterNetworking are also Stream Based Functions that associate ‘Stream Protocol’ instances to each other.

Realignment with ITU concepts

In order to realign, all connection oriented objects in the NRIM (Stream Flow Connections, Network Flow Connections, Trails, Subnetwork Connections, Links, etc) are generalized as TransportEntities.  Unlike the G.8XX series specifications, RIM TransportEntities are permitted to be bi-directional or uni-directional.  An indicator is added in order to track directionality.

The CMA

The Fear of the CMA
The Connectivity Management Architecture (CMA), the computational interfaces exposed by RIM implementations is the stuff computer science legends and myths are made of.  Taught by mathematicians and computers scientists, many engineers learn of the ideas of the impossible or “not so well” behaved problems.  It is this sort of difficulty that has been incorrectly laid upon the CMA and its primary goal of providing a unified view of the multimedia, control, bearer and physical media aspects of communication.  This problem, although difficult, is tractable.

It is often difficult for the implementing organizations to avoid IDL “creep” when implementing the CMA.  IDL “creep” is the overuse of IDL in a system.  The IDL creep experienced in implementing the CMA is the mistake of exposing every element of the RIM in the CMA which is a set of interfaces for Service Delivery, only a portion of the behavior the RIM supports.   It is not necessary to expose all elements of the RIM for the CMA.  Such excess can make the CMA seem large and difficult to navigate.

The CMA in its initial incarnation as the Network Component Specification [6] was also unable to take advantage of IDL additions like valuetypes that had occurred within the last few years.  This coupling plus some IDL creep also made the proposal of implementing RIM based software difficult to architecture teams.

The Refinement

By allowing a “brief” representation of technology, the meta-model focuses a CMA implementer on a generic model for technology.  The key to the approach taken for the refinement of the RIM is the meta-model.  It allows for the specification of protocols amongst various planes as denoted by the PlaneType enumeration: ptPhysicalMedia, ptBearer, ptControl or ptMultimedia.  The types represent different Stream Protocols that exist within a TINA network.  The ptMultiMedia type is a “catch all” for protocols that the designer may feel are not control plane specific but need to be managed as a separate entity.  The spatial relationship amongst the planes is represented in Figure 2.
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Figure 5 – Planes within the ComS infrastructure

The rationale for such a breakdown allows the CMA implementer to build separate software components that deal with each of the plane types.  For instance, it is intuitively known that the Bearer plane relies on the PhysicalMedia and that Multimedia and Control Protocols rely upon the Bearer protocols.  Hence, the components that provide the functions of each plane are also broken into various layers or levels in the CMA.

Layers of the CMA

From the classic ITU model, we know that the management layers are divided into Business, Service, Network and Element Management Layers. A further refinement in TINA-C leads to a layered architecture where the CMA is broken down into Service, Communication, Connectivity, Layer Network and Subnetwork Level functionality.   Each one of these levels is composed of a set of components that interact in a well-defined manner to achieve the desired functionality expected on the requirements defined upon it.  The relationships between the classical ITO model (TMN), the Plane Types of the RIM meta-model and the TINA-C CMA levels are depicted in the following figure.
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Figure 6 – Meta model Plane Types, the CMA levels and TMN Layer Relationships

It is seen that the Physical Plane is related to the Subnetwork Level of the CMA.  It is configured through the Resource Configuration Management interfaces and provides the rudimentary links and connections that compose the rest of the Element Management Layer and may affect portions of the Layer Network Level through inter-device connections.  The Bearer Plane is managed by separating each technology into a set of components at the Layer Network Level and then managing all transport components and their interactions at the Connectivity Level.  The Control and Multimedia protocols are then managed by components that exist at the Communication Level.  The levels are formally defined as follows:

Communication Level: Provides the capability of establishing and manipulating Stream Flow Connections (SFC) within a Communication Session to its clients. This is a communication level support totally abstract and independent from any vendor, transport or switching technology. The communication session supports the service provider application’s part of the connection management service. It needs to establish a user relation with a connectivity session, associated with a connectivity provider, to actually establish communications. In a way, it can be viewed as supporting the user domain (i.e. service provider domain) part of a connection management service.
Connectivity Level: Provides the capability of establishing and manipulating Network Flow Connections (NFC) within a Connectivity Session to its upper clients (e.g. Communication Session Manager).  This connectivity provider service provides a technology independent view of network connection. The connectivity session needs to map this abstract view to a technology dependent view offered by the supporting layer networks. The connectivity session supports the connectivity provider part of the connection management service. In a way, it can be viewed as supporting the provider domain (i.e. connectivity provider domain) part of a connection management service. 
Layer Network Level: Provides the capability of controlling every connectivity request that is mapped into a specific technology.  At this level, vendor independence is to be maintained as much as is feasible (not all things turn out the way one plans).   The request for connectivity is broken down into smaller connections until a single request maps to a single entity that represents a logical device.  It is at this time that the request is sent to this device’s manager that is usually represented by a partition of the network known as a Subnetwork.

Subnetwork Level: Represents a partition of the network.  Typically, the Subnetwork represents a logical device or switch that will implement the request.  The request is sent from the Subnetwork to an element management system in the TMN Element Layer where it is translated into technology and vendor dependent information in a format suitable for communication with the actual logical device.

New Components in the CMA

In the development of the RIM specification, it has come to light that new components would become necessary to manage the system.  

The Network Binding Managers, namely the Connectivity Network Binding Manager (CNBM) and the Control Plane Binding Manager (CPBM), provide management of reference points and any relationship that spans more than one instance of a layered network.  These managers provide binding behavior across technologies and also decide the proper layered network assignment for reference points when they are created.  This allows for Layered Network Coordinators (LNCs) to know very little, if anything, about other technologies.  Interworking bindings, InterNetworking Bindings and Reference Point management are the primary responsibilities of these components.

Within large systems, it is necessary to resolve a resource identifier to a resource location.  It is important to note that although a resource location may be known, it may not resolve to a routable address.  Hence, up to two stages of resolution are necessary to perform the work.  The system using uniform resource identifiers and locators, could provide a scheme for large scale resolution.  To achieve this, Object Locators (not shown in the subsequent figures) are used to perform the resolution task.

The components that compose the CMA are shown in the following Figure.
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Figure 7 – Components of the CMA

In order to demonstrate the features of the Resource Information Model and explain the components depicted in Figure 4, an example is presented in the next section.  This will highlight the base features of the RIM and components used in the system.

An example

In this example, a point to multi-point Stream Flow Connection (SFC) is requested.  The specification of the SFC forms the basis of the request made to the Communication Session Manager (CSM).  In order to utilize communication services or update existing ones, a user must access the functions of a Communication Session Manager Factory (CSMF).  The CSMF is responsible for routing initial communication level requests to an existing communication session or to the SLA Manager (SLAM) that is a CSM that provides the CSM interfaces to users who do not desire to open an actual session but modify the connectivity tied to an existing SLA.  The SLAM, because it is a CSM, is not called out in the component diagram.
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Figure 8 – Communication Session Startup
The SFC in this case contains Stream Flow Endpoints (SFEPs) that span multiple domains as well as two different technologies, ATM and Frame Relay.  Each Layered Network represents a single technology.  Such Layered Networks allow for a separation of concerns with respect to the management and control of a single technology.  Within a single technology, multiple domains may exist.  From the operation’s point of view (which is a good one by the way), there exist two types of networks: the one managed by the operator, the Local Layer Network Domain (LLND), and all others, Foreign Layer Network Domains (FLND).  Each type of Layer Network Domain (Foreign or Local) is partitioned to represent the way the technology structures itself.  This is common in technologies like ATM and IP where Subnetworks (SNWs) and links allow for partitioning of the network for management purposes.  These Subnetworks may also reflect structuring rules for the purpose of the technology, like PNNI hierarchies.  Subnetworks are interconnected through Links.
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Figure 9 – Stream Flows, Layer Networks, Layer Network Domains, Subnetworks and Links

In this case, where the SFC is simple, the session level request must now be translated to a connectivity level request. It is at this point that the CSM requests connectivity sessions to be established.  It is the role of the Connection Coordinator (CC) to manage the connectivity session and the Connection Coordinator Factory (CCF) to create such CCs.
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Figure 10 – Communication Session establishing a Connectivity Session

Once the connectivity session is established (by the creation of the Connection Coordinator – CC), the request for the SFC is translated to Network Flow Connections (NFCs), if their endpoints translate to transport technologies.  For the purposes of this exercise, they do.  Stream Flow Connections are mapped to the Network Flow Connections through a relationship between the Stream Flow Endpoints (SFEPs) and Network Flow Endpoints (NFEPs).  The job of the CSM is to map the SFEPs to transport endpoints managed by Flow Connection Coordinators (FCCs).  It is important to note that the SFCs and their endpoints (SFEPs) may be supported by multiple NFCs/NFEPs. For the sake of simplicity in the example, only one NFC supports the SFC.
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Figure 11 – Network Flow Connections and their support of Stream Flow Connections
It is at this point that the Network Flow Connections must now resolve to transport technologies like ATM and Frame Relay.  In this example, this is where the need for two very important features of the Resource Information Model and the meta-model are used.  It is important to note that one of the sink endpoints of the NFC will resolve to Frame Relay while the source of the NFC is ATM.  This implies that an Interworking function is needed, in this case FRF.8, which translates from ATM. to Frame Relay  The Connection Coordinator creates a Flow Connection Coordinator (FCC) to handle the Network Flow.  The FCC establishes an Interworking function resource reservation through a request to the Bearer Plane Binding Manager (BPBM).  The BPBM is responsible for managing non-transport (flow connection) relationships and reference points in the bearer plane.
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Figure 12 – CC creating FCC; FCC using BPBM for Interworking and Reference Point Management
With the Interworking function resources reserved, the FCC may now break down the flow connection into segments where each endpoint is serviced by a single technology represented by a Layered Network (LNW).  The representation of such a connection across the Layer Network is known as a Trail. Trails represent an important concept because they may cross multiple Layer Network Domains within a Layer Network. The endpoints of a Trail, Network Trail Termination Points (NWTTP), provide references to the endpoints required by the NFC.  The Flow Connection Coordinator (FCC) will request trails to be built by the Layer Network Coordinator that is responsible for all connections of a particular Transport Protocol.  In this example, the FCC will request trails from the ATM and FR Layer Network Coordinators in order to complete its work.  Each LNC will establish a Trail Manager (TM) in order to perform the construction.  The TM breaks the trail into Tandem Connections (TCs) that represent the portion of the Trail that is built within a single Layer Network Domain.  Tandem Connections are managed by Tandem Connection Managers (TCMs) that represent a Layer Network Domain.  Every Layered Network Coordinator utilizes a set of TCMs to provision Trails across multiple domains.

Since Tandem Connections are managed within different domains, the Trail Manager must go to each TCM that the Trail traverses and requests the construction of the Tandem Connection.  The user of the Trail (the FCC one may recall) makes changes to the Trail through the Trail Manager and the change request (if valid) is propagated to the Tandem Connection Managers that help compose the trail.
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Figure 13 – FCCs, LNCs, TMs and TCMs

In this example, the ATM TM for domain A (where the request was made) contacts TCMs in domains A & B.  The Frame Relay TM contacts the TCM of domain A.  
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Figure 14 – Trails and Interworking function requested for the NFCs

In this example, an issue is encountered in the Frame Relay network.  In order to complete the trail, it is discovered that a Link Connection (LC) must be established (see Figure 5).  This LC is built upon a DS3 trail via a request to the Network Binding Manager from the Layer Network Coordinator (LNC).  Once complete, the LNC continues its work.  The connections that span Subnetworks are called Subnetwork Connections (SNCs).  Their extremities are referred to as Subnetwork Termination Points (SNTP).  The Link Connection’s endpoints are called Network Connection Termination Points (NWCTPs) and are bound to the endpoints of Trails, the Network Trail Termination Point (NWTTP).

The Subnetwork is decomposed into smaller contained Subnetworks and links until the Subnetwork directly correlates to resources managed within a network element.  The request to create a Subnetwork connection to this Subnetwork is handled by a Connection Performer (CP).  The Tandem Connection Manager contacts one or more CPs (representing one or more switches).   The command is transformed by the connection performer to an element management system or in the case of some implementations, directly to a network element.
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Figure 15 – TCM communication with NML Connection Performer
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Figure 16 – Subnetwork and Link Connections and the Encapsulation Functions

The connectivity and termination point portions of the Resource Information Model may seem complex, but they cover a series of basic requirements often found in networking.  To summarize, they are the representation of:

· Individual technologies (Layer Networks)

· InterNetworking (Encapsulation) Functions

· Interworking (Translation) Functions

· Foreign and Local domains within a layer network

· Partitions of a layer network domain through the use of Subnetworks and Links

Extensions to the Refinement

It is difficult to comprehend the idea that there exists an interface that can accommodate multiple technologies let alone that there might exist a similar interface for call control.   The Reference Point or Flow Connection not only deals with specific transport protocol requests but also may contain Stream Flow Requests that require or are actually signaling protocols.  This implies, as the reader may guess, that the previous example is actually the simple case.  A stream flow request may be implemented by more than one stream.  If any of these streams results in call control protocols to be utilized (like H.323, BICC, PNNI, TCAP, SIP, etc) in the current architecture, the information elements must be defined.  

It is not surprising to consider the possibility that the Resource Information Model may also be sufficient for supporting elements in the control (signal) plane.  When looking at the requirements for the signaling layer, the authors of the Resource Information Model became aware of the requirements for modeling signaling protocols:

Signaling protocols should represent individual technologies (for separation of management).

Signaling protocols should have InterNetworking (Encapsulation) Functions that are transport protocols (NFCs).

Interworking (Translation) Functions exist between signaling protocols and must be represented

Foreign and Local domains within a signaling technology must be modeled

Partitions of a signaling technology network domain must support the concepts of Subnetworks and Links

It is no surprise that the high level technical requirements for a generic information model for signaling protocols are similar to those of the bearer technologies.  The only major difference is the second item that states that the encapsulation function should result to a transport protocol entity which is represented by a Network Flow Connection (NFC).  

This enhancement allows for a Stream Flow to result in multiple Streams Flows that represent signaling technologies or Network Flow Connections that represent bearer connectivity.  The stream flow connections would then resolve to bearer connectivity that represents the supporting transport technology.  Hence, a more accurate model of the actual network may be created and maintained.  

This generalization (usage of RIM for multiple control plane types) is also made of the physical and multimedia technologies. Hence, the PlaneType enumeration of the Meta-Model (See the Meta-Model section) is introduced so that only in the Meta-Model is known the plane that is being represented and the information model left unchanged. (Although a few modifications are made in the model for convenience.)

A Call Control Example

The following is a brief example of a signaling flow between a MEGACO Endpoint and SGCP Endpoint.  Both endpoints are bound to their respective gateways.  The passing of signaling packets is provided by UDP streams which are supported by the underlying IP network.  Each gateway supports the SIP protocol for federation.  It is not specified here how the protocols work nor how the data is built.
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Figure 17 – Megaco/SGCP/SIP Call Control Example

In order to represent the MegaCo and SGCP protocols, an Endpoint / Call Agent relationship for each end of the streams is made.  Each gateway (Call Agent) adapts their respective protocols to SIP and transmits the information over a SIP trail.  In each Layer Network (A, C and E), the trails are supported by Topological Links (noted as “TL” in the Figure that are clients of the connectivity network’s NFCs (which are in turn realized by IP Trails).  This emphasizes that the signaling protocols must use a lower layer transport protocol.  The only major difference between this model for call control and past TINA-C information model architectures is that a signal plane topological link is supported by a Network Flow Connection in the bearer plane (traditional models required support by trails but only focused on modeling the bearer plane).

When the connection is requested to the Communication Session Manager (CSM), one or more Layer Network Coordinators of the Control Plane may handle it (see the Communication Level portion of the CMA component diagram).  If Interworking or Reference Point management is required, the Control Plane Binding Manager will handle the request.  In a sense, this is similar to the LNC/BPBM relationship.  The only difference, as mentioned before, is that a topological link request requires a Network Flow Connection created by a Connection Coordinator.
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Figure 18 – Control Plane Components mapping and mapping to CC/FCC
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