SLA-enabled Customer Network Management Architecture on DPE
Choong Seon. Hong*, EunChul Kim**

*School of Electronics and Information, Kyung Hee University

1 Seochon, Kihung, Yongin, Kyungki, 449-701 Korea
**Telecommunications Network Laboratory, Korea Telecom

463-1 Junmin-dong, Yusung-gu, Taejon, 305-390 Korea
Abstract
In order to support service level assurance mechanism and make it visible, this paper proposes an integrated service management architecture that focuses on SLA (Service Level Agreement) monitoring and reporting mechanism by extending legacy CNM (Customer Network Management). In addition to extending legacy CNM, we also made an integrated CNM architecture that covers multiple layer networks using layering concept and abstraction. By using integrated CNM architecture for SLA monitoring, various SLA metrics for multiple layer networks can be easily monitored and calculated. We discuss these works through the proposal and the implementation of an integrated CNM and SLA monitoring mechanism  in this paper.
1. Introduction

In the emerging broadband data network service market, service level assurance concept is becoming more important because SLA is one of the key criteria when customers choose their carrier. However, due to complexity of the broadband data networks, it is not simple to efficiently monitor and report SLA metrics per customer.

In order to make the SLA monitoring and reporting mechanisms applicable to new broadband data networks directly, our approach adopts the extension of legacy CNM (Customer Network Management) [ATM94], [NM95], [ITU96] concept that is suitable for SLA monitoring and reporting. Because general CNM systems can get management information such as historical performance, fault and configuration data, which are related to SLA metrics, the addition of SLA monitoring and reporting functionalities to CNM is reasonable way for the purpose of reducing efforts and ROI (Return On Investment). 

In addition to SLA monitoring feature to CNM, we designed an integrated CNM architecture that covers various layer networks such as Frame Relay, ATM, and IP networks. While the legacy CNM concept has been applied to a specific layer network, the integrated CNM can cover multiple layer networks and correlate management aspects of customer's portion from the viewpoint of each layer network. Because today's data network services are generally based multi-layer network technologies, this unified CNM architecture can give simple consolidated view for customer's own portion regardless of the type of layer network that customer uses. 
An integrated CNM architecture with simple SLA monitoring mechanism in our approach includes:

(1) information and computational model of integrated CNM architecture for multiple layer networks including Frame Relay, ATM and IP, 

(2) abstraction mechanism for customer's end to end connections and network access points on different layer networks at service management level,

(3) simple mechanism for SLA monitoring and reporting based on selected common SLA metrics independent of a specific layer network,

(4) technology model for integrated CNM system architecture.

The remainder of this paper is organized as follows. Section 2 simply describes the concept of integrated CNM that covers multi-layer networks, and discuss the abstraction mechanism for customer's end-to-end connections. In section 3, information and computational model for integrated CNM using object-oriented design method are described. An explanation for prototyping of the proposed integrated CNM with SLA monitoring architecture and the applied technologies is given in section 4. Finally, section 5 summarizes the experiences that we gained during the design and development phase of this work.
2. Integrated CNM Concept
CNM has been already well described in the standardization organization [ATM94], [NM95], [ITU96] and various papers [Chan97], [Park97] are proposed. However, most of them have addressed the model, and the definition of management information for specific layer network only with the assumption that underlying connectivity of customers pertains to one specific layer network. Therefore, in the case that one customer uses data network services over multiple layer networks (For example, ATM/Frame Relay interworking PVC, see Figure 1), CNM capabilities are distributed over different layer networks and it is hard to coordinate CNM information which is dependent on each layer network.
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Figure 1. Network management environments for multi-layer networks
In order to solve this problem and make a unified CNM model that is suitable for multi-layer network, we adopt the layering concept and the abstraction mechanism for CNM information. The layering concept of CNM implies that each CNM information on the specific network layer is integrated to one unified CNM information with client-server relationship. For setting up this unified CNM information, the abstraction mechanism is applied for end-to-end PVCs and customer's own logical or physical ports. Figure 2 addresses integrated CNM view at service management level with this abstraction mechanism.
Using this approach for making integrated CNM information, we can get several useful aspects. First, a customer (CNM user) who is using an integrated CNM feature can use CNM services without efforts for correlation of the management information of different layer networks. By contacting to one CNM system in telecommunication operator domain, the CNM users can easily get all the portion of their customer network management information over various layer networks. Second useful point is that the CNM user can get the characteristics of the specific layer network management information that he/she intends so as to intuitively monitor. For example, in the case that a CNM user wants to monitor the ATM PVCC for Internet access, he/she can get IP layer view and VC layer view separately. This enables a CNM user to separately monitor his/her own specific layer network without considering the specific network information of the underlying layer networks. 
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Figure 2. Integrated and separate CNM view for multi-layer network
3. Modeling of Integrated CNM with SLA Monitoring


For developing the model of an integrated CNM and an SLA monitoring mechanism, we adopt the information and computational viewpoints. The information model [ITUa95] from the RM-ODP gives the management information view of the entire integrated CNM model, resulting in the definition of NFC (Network Flow Connection) and NAP (Network Access Point) which are the abstraction of end-to-end connections and logical/physical UNI ports on different network layer. The computational model [ITUb95] describes the components for the control and monitoring management information based on the information model. At the stage of computational modeling, efficient and simple mechanism for monitoring of selected common SLA metrics using the integrated CNM information model is also described.
3.1. Information Model
As we previously mentioned, legacy CNM information models use typical IETF RFC models that are dependent on a specific layer network. For the ATM network, ATM-Forum M3 specification [ATM94] recommends IETF RFC 1695 [IETFa94] for its CNM MIB. And FR Forum FRF.6 [NMF95] indicates that IETF RFC 1604 [IETFb94] should be used for the CNM with respect to Frame Relay networks. Although there is no concrete definition or standard of CNM for the IP network, we adpot IETF RFC 1213 [IETF91] for customer's own IP interface as shown in Figure 3. 

For developing the integrated CNM information model, our approach adopts PCG  (Physical Connection Graph) concept of TINA (Telecommunication Information Networking Architecture) [TINA97] and makes the mapping relationship between standard CNM Model and PCG. In TINA, PCG is an abstracted representation of real communication network resources during the communication session, and it is comprised of mainly NFC, NAP, and NFEP (Network Flow End Point). 
In our approach, these terms for TINA objects are reused. However, by adding the standard CNM managed objects features to them, we can make reasonable mapping TINA concept into our integrated CNM information model. Note that for IP layer CNM in our approach, customer's own IP interface can be mapped into IP layer NAP and IP link can be mapped into NFC in the same way. Figure 3 depicts these mapping relationship between the standard CNM information model and extended TINA's NAP, NFC and NFEP information objects. 
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Figure 3. Integrated CNM model for multi-layer 
networks
NAP, NFEP, NFC, other Log information objects and their relationships using Rumbaugh's Object Modeling Technique (OMT) notation [Rumb91] are presented in Figure 4. In the figure, the NAP is an abstract model of the physical port of a CPN or a CPE, which connects to the port of edge Network Element (NE) via User Network Interface (UNI) of each layer network. The attribute, "layerConfig" represents, for example, VPI/VCI, IP address list for routing, routing method(e.g., static, OSPF)  in the case of IP layer.

[image: image4.wmf]timeStamp

ingressOctets

egressOctets

ingressErrors

egressErrors

inUnknownProtos

ingressDiscards

egressDiscards

tcaMetrics

cnmProfile

subscriberId

indexNo

creationTime

cnmIoStatus

lastChangedTime

managedReason

indexMapMethod

Identifier

portId

description

layerConfig

type

speed

networkAddress

alias

name

location

adminState

operateState

NAP

NFC

Identifier

aEndNFEPs

zEndNFEPs

layerConfig

trailIdList

type

mode

config

symmetry

gos

operateState

startTime

napPerfDataLog

1+

Trail

(at 'n' layer)

Logical/Physical Port

(LTP at 'n' layer)

2+

VCL

Identifier

NFEPId

atmCharateristic

frCharacteristic

ipCharacteristic

interWorkingCfg

timeStamp

reasonCode

exceptionCase

startTime

endTime

TTIdentifier

trapOrNot

napfaultLog

1+

2+

timeStamp

ingressOctets

egressOctets

ingressErrors

egressErrors

inUnknownProtos

ingressDiscards

egressDiscards

periodicDelay

nfcPerfDataLog

timeStamp

reasonCode

exceptionCase

startTime

endTime

TTIdentifier

trapOrNot

nfcfaultLog

server

client

client

server

NFEP

identifier

direction

vpi

vci

dlci

ipInformation

cnmUser

subscriberId

subscriberName

subscriberType

subscriptionTime

Identifier

password

realName

emailAddress

phoneNo

ipAddressList

userRights

loginState

cnmClientLocation

userState

SLAReport

Identifier

reportPeriod

availability

delay

throughput

MTTR


 Figure 4. Information Model for integrated CNM
The NFC models the generic bearer connectivity which is an abstraction of real layer network resources from the viewpoint of service management level. The NFC can be mapped into the trail in a specific layer network domain from the viewpoint of network resource management. On the other hand, because the NFC has service concept, it can be viewed as a committed contract to use network resource between public network provider and subscriber. Thus, the NFC has attributes to express characteristics of the contract for connection, such as traffic descriptors and QoS parameters and so on. In our model, the NFC has attribute "layerConfig" which represents mapping relationship between an NFC and its correspondent network resource information object at a network management level. For example, in the case that a specific NFC is the abstraction of end-to-end ATM/Frame Relay interworking PVC, it is comprised of ATM VC layer trail, Frame Relay layer trail and interworking function.

The NFC's ending points are modeled as NFEPs in our approach. The NFEP can be either a source or consumer for information flow and its view from resource management may be mapped to network trail termination point. For the ATM VC connection, there are two NFEPs at each source and destination port (NAP), and their identifiers ("NFEP Identifier") are simply VPI/VCI or DLCI (Data Link Connection Identifier) values. 
3.2. Selected Common SLA Metrics for Multi-layer Networks
Although there are no explicit standards or concrete industrial agreements for SLA metrics, most of telecommunication operators have their own principles and strategies for what they can promise to customers. In some of them, we have selected a set of common SLA metrics regardless of a specific layer network technology. They can be classified as availability, delay, throughput and MTTR (Mean Time To Respond). Note that SLA metrics in this work are simple samples for verifying our integrated CNM architecture and SLA monitoring mechanism. However, the other SLA metrics which are not used at this work can be included with slight modification or added to the our CNM model
The selected SLA metrics and their calculation methods are as follows.

· Availability

Availability restricts the amount of downtime that any PVC or physical/logical port (including IP NAP in our model) will sustain. This metric is generally measured as a calculation of the following:
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· Delay

Delay is applied to end-to-end PVC and is measured as a calculation of the following: 
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Note that for IP layer NFC, this metric can be measured between IP NAP and customer's router.

· Throughput

Throughput is measured over a month as a calculation of the following: 
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Throughput metric can be applied to end-to-end PVC and logical/physical port (including IP NAP in our model).

· MTTR (Mean Time To Respond)

MTTR (Mean Time To Respond) metric is the average time gap between the failure time of  a certain PVC or port and the recovering time of the failed PVC or port. This metric is measured as an average of the time gap between fault trap and recovery trap:
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Although these SLA components are calculated in a fairly standard manner, the excluded items may be included: 

(1) downtime caused by the telecommunication operator's scheduled maintenance, 
(2) customer induced outages, 
(3) natural disaster.

3.3. Computational Model
The computational model of the integrated CNM illustrates the entire system's structure so as to make our approach for functional aspects visible. These functional aspects are mainly needed to create, delete and modify for CNM information objects, and they are described in Figure 5. In the figure, computational objects are classified as several groups according to their main functionalities. 

Computational objects in the first group are responsible for managing lifecycle of CNM information objects, and they are NAPConfigurator, NFCConfigurator, and LayerCoordinator. NAPConfigurator and NFCConfigurator perform creating, deleting, modifying and making the relationship of computational objects, NAP, NFEP, NFC and VCL to construct corresponding information objects. Especially, LayerCoordinator object has a role for selecting the proper layer network management objects and linking them via contacting NMS (Network Management System) on that layer. LayerCoordinator object also makes mapping the integrated CNM information objects at service management level into the resource management level information objects.
With this guiding functionality in these objects, NAP, NFEP, NFC and VCL computational objects are defined to represent the correlated information objects in terms of computational view. These objects' main role is to hide information viewpoint from the computation objects and to give inherent modularity to CNM computational objects. As stated above, these objects are maintained by NAPConfigurator and NFCConfigurator objects.
The cnmUserAgent, cnmMonitoringAgent and cnmControlAgent are defined for the responsibility for the customer contact points. By getting authentication and authorization from the cnmUserAgent object, client side objects can use cnmMonitoringAgent for monitoring and cnmControlAgent for controlling CNM management information, respectively.
Acquisition of historical management information related to performance and fault is trafficDataLogger and faultEventLogger objects' role. trafficDataLogger object performs constructing necessary performance database in CNM domain by selecting relevant traffic data from the proper NMS. In our approach, each layer NMS has PDS (Performance Data Server) that keeps the raw traffic data that is gathered from NE agent, EMS or other specific monitoring devices. The components that need these raw traffic data can use the traffic data. While trafficDataLogger directly gets the information from the NMS, faultEvnetLogger object creates the log data by calling operation of  faultEventProcessor. The faultEventProcessor object can catch the trap from a NMS about the fault and recovery information that is directly related to communication services for customers. Once trap message from the NMS is sent to faultEventProcessor, then it correlates this trap message and an CNM information object, and sends a request to faultEventLogger for logging.
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Figure 5. Computational model of integrated CNM
For completely calculating SLA metrics and reporting them, cnmScheduler, performanceStatGenerator, SLAMetricsCalculator and SLAReportGenerator objects are also defined. These objects are mainly desigend for SLA monitoring and reporting. Therefore, in legacy CNM concept, functionalities included in these objects are omitted.
The simple monitoring mechanism using these objects is described in Figure 6. Note that for calculating SLA metrics such as delay and throughput, the trafficDataLogger object should construct relevant traffic information via contacting to PM (Performance Manager) objects over multiple layer networks. For example, for an IP layer network, PM in the IP layer NMS prepares the samples of roundtrip delay data by periodical ping, and for ATM layer networks, PM in an ATM NMS gets the sample data by using OAM functions such as loopback and so on. For the purpose of availability and MTTR, faultDataLogger object has to log the relevant information into the database when the object gets the trap message about all kinds of fault and recovery for CNM information object. Therefore the SLAMetricsCalculator object can perform calculating common SLA metrics that are selected using these logged information. The SLAReportGenerator object is responsible for formatting and making the summarized information for these calculated SLA metrics per customer.
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Figure 6. SLA monitoring and reporting mechanism
4. Implementing Prototype and Technology  Model
For the realization of the integrated CNM architecture we proposed, Common Object Request Broker Architecture (CORBA) ORB [OMG98] implementation is used as a middleware. We use IONA's Orbix 2.3 for CORBA ORB products and Internet Inter-ORB Protocol (IIOP) to guarantee interoperability for communicating between all CORBA components. Web technologies (based on Microsoft's Internet Information Server 4.0 with Active Server Page) are used also for flexibility and easiness. For interconnecting web server and CORBA component, we adapt COM/CORBA interworking mechanism. This technology is used for control activities with CNM management information whereas direct access via ODBC (Open DataBase Connectivity) and ADO (ActiveX Data Objects) to database is used for monitoring CNM information and SLA metrics. 
Figure 7 gives an overview of key technological selections used for the integrated CNM management system implementation.
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Figure 7. Technology model for integrated
        CNM system implementation
5. Conclusions

The extension of legacy CNM concept that is suitable for SLA monitoring and reporting in our approach has some important benefits. First, because most of legacy CNM systems have functions and information which are needed to calculate and monitor SLA metrics. Furthermore, by using the added SLA monitoring and reporting functionalities, SLA metric data can be kept per customer basis, and the data can be used to assess and verify SLA metrics of entire provider networks. 

These benefits are encouraged by integrated CNM architecture we proposed, in terms that it covers multiple layer networks such as Frame Relay, ATM, and IP networks in one telecommunication domain. Of course, using this integrated CNM customers can get advantages as follows: 

Firstly, a customer can correlate management information of different layer networks without additional efforts. By contacting one CNM system, the CNM users can easily get all the portion of their customer network management information over various layer networks. 

Secondly, customer can care characteristics of the specific layer network management information. This feature, of course, is resulted from the architectural viewpoint (i.e., a layer network is able to have its own operation capabilities) as addressed in ITU-T G.803 [ITU93] and G.805 [ITUc95].

Finally, using the integrated CNM network views for customer's own network, a customer can monitor and make a decision to plan and reconfigure his/her network from the physical layer network to the top layer network.
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