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Abstract
The paper looks back to some major results that TINA achieved in the area of programmability of information and telecommunication services. The discrepancy between the broadness of the “cultural movement” behind TINA  and the practical applicability of the architecture is discussed. Then an analysis of current trends in the area Next Generation Networks is carried out revealing that …there is still need for a programmable service architecture in which TINA principles can play an important role .

1. Back to 1997 …

In a paper presented at the TINA 97 Conference [LMMSS97], there was a lot of emphasis on the need to re-orient TINA towards the Internet paradigm and towards a better re-use and integration of existing (or under definition, at that time) IETF solutions. The vision was something like this: the internet defines the protocols and TINA defines the related APIs. Quoted from the paper: “TINA specifications have usually disregarded existing APIs or have not tried to define APIs related to relevant control protocols. In our view, instead of the definition of new reference points, TINA should put effort in specifying APIs strongly related to existing or already specified Reference Points and related protocols. Cases for the Internet could be the Resource Reservation Protocol, the Session Control for H.323 or MMUSIC (pls note that that means SIP!!!) applications and the like. In a general way it would be quite useful having a specification of an API for SS.7 applications compliant to a TINA session model. This would enable the implementation of services that integrate Telecom and Internet capabilities. In other terms there is a strong requirement for having TINA accommodating a large set of APIs (related to existing protocols and reference points elsewhere defined) in order to allow interoperability of different solutions in a similar fashion as Java is trying to do.”

2. TINA as a vision of the World

Well, it is fair to say that TINA stuck to its own vision of the world and … now we are here to celebrate the end of the TINA effort. 

Why this happened? We have identified three major reasons:

· TINA tends to support the “TINA business model” (actually it is a meta-business model), whilst the Internet is focussing on specific market needs and segments

· TINA still tends to be designed for “classical” Telecom applications for broadband networks

· the different pace between the specification and development of solutions in Internet and TINA.

If we look back to the effort of TINA in defining and imposing to the industry a set of Reference Points (e.g., the Ret Reference point), we have learned the lesson that Reference Points [TINA] (and related protocols or APIs) are defined because there is a business case behind them and an industry push to define the minimum set of operations that guarantee the Interoperability between systems. The Parlay initiative [Parlay] is expected to be more successful because it solves two out of three of the issues listed before: it has one single (focussed) business model (i.e., opening up the Network Intelligence to third parties) and it is able to reasonably keep up with the Internet pace (IT vendors as well as TLC vendor are part of the initiative). The second bullet seems to be the real “illness” of TINA. TINA was born before the Internet and its major competitor was the B-ISDN
 (do you remember that word?). Everything has changed since then in the Telecomm world, but not TINA. Not enough consideration has been given to the Internet and especially IETF worlds. TINA has been more willing to influence others than to consider others' contributions. An example is Connection Management that seems to be divergent from the solutions coming out from IETF related to provision of end-to-end communication with guaranteed QoS
. 

One of things that gives the idea of how TINA is unrelated to the current industrial trend in the Internet is the observation that Adaptation Units or Interworking Units are needed in order to interoperate with Internet systems. This is a quite strange requirement posed by a brand new software architecture (note that we are not talking about existing and old systems): even the newest protocols (e.g., [SIP], [COPS], [RSVP]) are not natively supported by an architecture promoting the highest level of programmability.

Another lack of TINA is related to available products. If you look for applicability of TINA solutions in the industry you’ll find very few of them and usually they are hidden into the system structure that the Vendor will not open to you in spite of claims for programmability. In other terms, it is not so useless to go around for shopping TINA products, you won’t find many of them (ouch, sorry we forgot [ION], some ORB platforms and Alcatel’s Mu3S – not too many eh? But the important point is what [Forrester] said about ION and indirectly about TINA). 

However it is not fair to criticize the TINA solutions without considering the overall problem domain that TINA is coping with. One major remark is that the scope of TINA is so vast that the specifications result in a complex set of mandatory and optional parts making the solutions too big and too difficult to implement on a timely basis. Often, when the goal is scoped down, TINA is a viable solution that shows advantages of programmability of services (see for instance ION, partially Vital [CHLMT99], and other demos).

We reckon TINA as a major “cultural” foundation in augmenting the insight in programmability of services, but of less practical benefit. Said in other terms, after TINA we have a better understanding of what higher levels of programmability of services (compared with what is available today) would look like, but still we don’t have the means or products for achieving it.

In spite of these general considerations, let’s see the major cornerstones of the TINA “culture”.

2.1. The API approach

If we should choose one single merit of the TINA Architecture we would point out the usage and the promotion of API. Even if the set of specifications of TINA has yield so far only very few "TINA" industrial products", it is undoubted that they pushed the industry towards the definition of public APIs. Before TINA, protocols ruled, after TINA, APIs have acquired supporters (but are threatened by Scripting Language …). Just a few standard bodies involved in API definition: Parlay, [Jain], ETSI Span3, [3GPP-OSA], [IN Forum], [ECTF], [PAM], [MSF], …

2.2. The User Agent is here to stay …

Many of the new solutions within the Internet (for example the SIP protocol, [Mobile IP], OSA-VHE, etc.) do use the concept of User Agent for storing data and policies related to a single user. They all point to the general concept that personalized services can be provided if and only if it is possible to have a view of the Personal Profile of the User (please note that it can be logically global, but distributed over different sites. Here we perceive that TINA has given a great contribution to the industry. We deem the User Profile and the Personal Profile related studies of great importance with respect to the Next Generation Networks.

2.3. The Session Concept

TINA has also the merit of elaborating more on the concept of session trying to separate different facets of it (Access Session, User and Service Session, Communication Session, Connection Session). The idea of separating different aspects of it is not well understood yet from the industry (see for example Parlay multimedia call model). The call is still confused with the session. At the same time, TINA was not strong enough to push for a clarification of these concepts so that no further confusion could be generated. The objective from a service designer point of view is to find out a means to have dynamic plug&play capabilities for next generation services. This is one of the issues that the industry is still struggling with (see Nortel’s call model agnostic [Congruity] vs. the Jain solution in which a universal Call Model is the session, vs. XTML scripting language of Pactolus [Pact]). Generic session concepts are also emerging in platforms supporting the dynamic communication between heterogeneous resources such as [Jini] and [Salutation].

2.4. Distributed Processing 

TINA was one of the first attempts to introduce distributed processing in the large and especially in the Telecomm world. It was strongly based on the standardization of one Telecom-grade Distributed Processing Environment (based on CORBA). Then came the Web, showing that with simple mechanisms and protocols (Http) distributed processing in-the-large is possible. Now, at least from our perspective, the major point is the ability to support distributed processing of services over heterogeneous systems (also in terms of DPEs). New techniques (largely derived by Http and using XML) are emerging for supporting distributed processing, likely they will contribute to make the distributed processing task easier (e.g., [SOAP]). We are not religious on techniques and means to be used, what we need is support for distributed programmability. 

In the 97 paper we were betting about the best opportunities for the introduction of TINA in the “real word”. The year 2000 was considered the turning point. We can conclude that TINA has taught us a lot, and we’ll use its insights for discriminating the good and bad solutions proposed for Next Generation Networks. 

3. Is NGN any better ?

As said, the Web and its services just broke in and demonstrated that there is a mass market for information and multimedia services. In addition Internet wiped out all the “broadband” solutions based on a traditional telecom approach. IP technology and Internet Telephony are now so pervasive that a major trend is the convergence between the Internet and the Telecommunications and the integration (sometimes the substitution) of circuit switching with packet switching.

Surprisingly, the application of Internet solutions to Telecommunications seems a mere translation (or approximation) of Telecom protocols transported over an IP network. There is a high buzz for Next Generation Networks (NGN), but what can be seen is just a reuse of existing telecom solutions over an IP transport. 

Indeed, the introduction of NGN is an opportunity that must be exploited by the Telecom Operators in order to enable a renewal in the service offering
. In this perspective, the target is offering through the NGNs services that fulfil the following requirements:

· any-to-any communication services

· customer-centered services:

· mixed voice/data services

· seamless service access 

· application-network synergy

· negotiable and programmable
 Quality of Service.

Many services should be made possible, such as: Co-operative work (Audio/Video Conferencing, joint editing,…), Integrated Browsing and Talk, Virtual Private (Data and Voice) Network, Personal Digital Assistant, Virtualized Environments, etc. The way for providing these services is through [see MM00_1, MM00_2]:

· An open software architecture characterized by the distribution of functions over “general purpose” IT servers and strongly based on “middleware” services (e.g., CORBA, Java RMI, and text based protocols);

· An open service architecture that reuses the Legacy that promotes the segmentation and distribution of functions, and components;

· And is based on the definition of and use of open public APIs.

3.1. Does NGN architecture match the Service Requirements?

A lot of activities are going on in area of the definition of NGN architecture. Making a parallel to the IN services the situation could be depicted as: “the new ISUP is under development, the new INAP is not thought about, yet…”. From a service perspective the following drawbacks can be considered:

· No attention paid to the definition of the Service Layer: Which Functions? Which APIs? Which Programmability levels? Which Interfaces to IT applications?

· No attention paid to the Interface between Call Control and Service Layer (IN taken for granted and sufficient!!! The service control function seems to be just an “add-on” of the new SSPs (i.e., the Call Agent) providing the currently available call control functions, used to govern current voice-based IN-like services;

· The Service Layer should not be confined to deal with INAP-like interactions but should support specific protocols for different functions (e.g., COPS for QoS, Radius for AAA, [Megaco] for Connection Control).

So it seems that NGN solutions do propose existing mechanisms based on IN adding a few APIs for the Call Control (TAPI, JTAPI, JAIN, …). Is this sufficient for new services? No, we need to have something richer and more programmable (wouldn’t TINA be a possible candidate ?).

3.2. Which improvements are needed?

A possible way to fulfil the requirements for Next Generation Services is to widely adopt, in NGN architectures, solutions and protocols that are under definition in IETF, such as SIP-based platforms for converged services, Megaco-based call control, Policy-based Network for policy control and Directory-enabled Network.

Some examples of the service control functions that must be supported in the telecommunication infrastructure are:

· user profile where all the data related to a single user/subscriber are stored;

· QOS/CoS policy decision servers;

· AAA servers (authentication, authorisation, accounting), that do support functionalities in some way mappable to the TINA Access session;

· servers executing the user-specific call/session control logic;

· servers processing the accounting logs;

· servers supporting interfaces to IT applications.

User profiles and/or subscriber profiles are the key elements in order to provide mixed voice/data and customer-centric services. It should store any relevant information for the service execution (e.g., the user preferences) and the policy decision-making (e.g., the policy descriptors). 

The network control should provide functions that allow the enforcement of general or user specific policies, while the service control should provide capabilities for making a policy decision (based on the knowledge of user’s preferences, Service Level Agreements, etc.). In addition, the interfaces between the network resources and the service layer should support the information necessary to process accounting events in order to produce flexible billing personalized to single customers (e.g., real-time billing, pre-paid cards, customizable accounting policies).

4. How to provide Next Generation Services

Two different architectural aspects must be considered in order to define a Service Control Layer able to support Next Generation Services:

an open service architecture addressing issues such as...

· reuse of the Legacy. An architecture that evolves from current IN towards an open IP platform;

· layering and distribution of functions adopting multi-tier architectures as those of Application Servers;

· definition of and use of open public APIs;

· supporting high levels of programmability;

an open software architecture that defines the support needed by  the service developers, such as...

· distribution of functions over “general purpose” IT servers;

· segmentation of APIs and composition languages;

· use of IT services (e.g., notification, transactions);

· strongly based on “middleware” solutions (e.g., CORBA, SOAP, etc.).

4.1. The seven principles of the Open Service Architecture

In order to exploit the old and new capabilities the service architecture should be conformant to a number of architectural principles. In the following, the most relevant are shortly described:

1. The Service Layer is rich in functionalities.

2. The Service Layer provides customer tailored services.

3. The Service Layer has full control of Heterogeneous Network Resources.

4. The Service Layer is Open to Edge and 3rd Party Intelligence.

5. The Service Layer is distributed and interoperable.

6. The Service Layer is manageable, robust and scalable.

7. The Service Layer is programmable.
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Figure 1: A service control layer for NGNs

Figure 1 depicts an architecture based on the discussed principles. It makes use of distributed processing mechanisms that allow the interaction with network resources through IP based protocols and expose APIs to IT servers and applications. 

4.2.  … and TINA ?

Doesn’t this architecture recall you … a TINA architecture ? This architecture is based on a a few TINA concepts like: usage of APIs, a service control layer able to directly orchestrate resources (why don’t see the Megaco and COPS protocols as a reviewed and industrial agreed definition of the TINA connection management ?), definition of User Profile (supported by LDAP protocol), a distributed environment able to encompass several mechanisms (CORBA, Java, and XML). So there is still room for the application of a few and fundamental concepts of TINA within a strongly based Internet infrastructure.
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� Btw, TINA didn’t even promoted an easy way to migrate from IN to the new architecture.


� Even if QoS is an issue also for IETF.


� TINA solutions are natural candidates for the new service level of NGN.


� See for instance [QoSForum]. We don’t believe that an oversized IP Backbone is a solution, so the integration of Policy Based Network solutions within the Network Intelligence infrastructure is needed. 
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