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1. General Description 

1.1. Submitters 

In response to TINA IPCM RfP-1 “A Framework for Connectivity Service Delivery Process (Client/Server & Federation)”, Fujitsu submits this document to TINA-C IPCM WG.
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1.2. Background of the Submission 

This submission is a result of internal study of the IPCM RfP-1 document, and also a result of Fujitsu’s experience with related TINA baseline documents including NRIM, NRA, ConS RP, and its participation in the TTT  project.

The important point of this submission is that it focuses on the IP control and management (IPCM) issues at ConS RP, which Fujitsu thinks is most important among the issues raised by the IPCM RfP-1. In particular, this submission proposes that the new IPCM functional and operation requirements can be, and should be captured by four facets, which forms a new RP spec. named ConS-IPCM.

Mandatory and optional interfaces. 
At this point of submission, no facets or interfaces are designated either as mandatory or optional.
Business Model

TINA Business Model presents a generic framework for the IPCM issues. In the IPCM RfP-1 [1], three RPs, namely ConS-RP, TCon-RP, and FCon-RP, are identified and are presented as the working area for IPCM RfP submissions. Of these three RPs, we considered ConS-RP as our primary goal of this submission.

Figure 1 illustrates the TINA Business Model, and IPCM working area, in particular the area this submission covers. Specifically, this submission studies and details the technical issues and interface design at ConS-RP, for IP control and management, and related IP-based connectivity services.

In the current and rapid development of E-economy, 
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Figure 1. TINA Business Model and IPCM RfP-1 Work Area

1.3. Business Roles

Two business roles, Retailer (Service Provider) and Connectivity Provider, interact with each other via ConS-RP. The Connectivity Provider (CP) provides a connectivity service using its own network resource, or through federated network resource of other CPs, which are made available through FCon-RPs.

The presence of IPCM does not change the validity of this business model, and of respective business roles at all. From the SP perspective, it is to be said that the connectivity service is primarily IP-based. It implies that IP applications the SP hosts, or supports for the end customers can receive the benefits of the IP-based connectivity service offered by the CP, without  all the complexity necessary to maintain the service.

It is noted also that the separation between connectivity service and application service, as it is clearly indicated by the TINA Business Model, is appropriate for the development of the whole service infrastructure based on IP connectivity. The SP communicates with the CP in abstract terms at the service level, which are embodied by respective SLAs, allowing itself to focus on service and service management issues.

The SP is to be seen also as a generic template for IP-based service environment, which can be used to establish a control and management relationship with a IP-based connectivity provider (ISP). For example, in the current and rapid development of E-economy, we can identify the SP with Application Service Provider (ASP), E-commerce site, business ISP users both large and small, and ISP themselves when they request a IP connectivity to backbone ISPs.

In the last example of ISP-to-ISP connectivity service, we observe that the relationship is more akin to User-Provider, than to Peer-to-Peer. For example, an access ISP, which is typically small and is with many modem banks, may request a connectivity service like VPN from a backbone ISP, which tends to be a large national carrier, to connect two isolated service areas. In this example, the access ISP is a user and the backbone ISP is a provider, and the exposure of routing information between two ISPs are very limited, and it is primarily based on terms of service dictated by an SLA, and the billing relationship arising from the terms.

On the other hand, when two ISPs are federated, or in other words two ISPs are under Peer-to-Peer relationship, the two ISPs share routing information such as reachability, to optimize usage of its network resource. This and related issues of federated ISPs should be studied in respective submissions regarding FCon-RP.

The Connectivity Provider (CP) provides connectivity to its user, Service Provider. Though original TINA concept is protocol-independent, implying that the role of CP is generic enough to cover all the difference of specific protocols, this poses a unique challenge at ConS-RP [2], since terms of service and respective SLA are often dependent on service classes supported by certain protocol set. In this submission, however, we limit ourselves to IP-based connectivity, and a set of IP protocols which support IP-based services. From the connectivity service point of view, it implies that the CP will provide basic service classes defined by IETF Integrated Services and Differentiated Services to the SP.

1.4. Business Scenario Examples

The Connectivity Provider provides a managed IP transport service to the Service Provider. The content of management and the level of management are determined by the service type and the SLA. Of the three major business processes described in TMF TIM/TOM [7]

 REF _Ref480892057 \r \h 
[8], namely provisioning, assurance, and billing, this submission covers the first two, the provisioning and the assurance.

The Service Provider can use IP connectivity service offered by the CP to build its own value-added, managed, and reliable IP-based application services, through a set of interfaces defined at ConS. Throughout this submission, these enabling interface set is collectively called ConS-IPCM.

Example 1: Guaranteed Service

The SP wants to use an IP guaranteed service (GS) from the CP, as the SP offers video stream delivery service to end customers. The SP requests a GS SLA from the CP through the CP web page, filling the template, and submits the SLA. The SLA describes the connectivity requirements at a service level, such as 99% availability during 3 months of the service period, etc. The nature of the service and the high availability requirements of the SLA prompt the CP to perform a connection-oriented provisioning. At the same time, the availability requirement of the SLA gives rise to a periodic monitoring condition, through which the SP can confirm the SLA observance by the CP.

Example 2: Differentiated Service

The SP wants to use an IP differentiated service (DS) from the CP, as the SP prefers his traffic is treated better in peak hours. The SP requests a DS SLA from the CP through the CP web page, filling the template, and submits the SLA. The SLA describes the connectivity requirements at a service level, such that packet dropping ratio at peak hours will be less than 10%, etc. The nature of the service prompts the CP to perform a connection-less, DiffServ-based provisioning, so that packets from the SP are given high-priority within the CP domain. At the same time, the SLA gives rise to a monitoring condition on packet dropping, so that the SP can confirm his packet dropping ratio does not go beyond 10% at peak hours.

Example 3: Best-Effort Service

The SP wants to use an IP best-effort service (BE) from the CP, as the SP only provides mostly text-based Web information and ftp services. The SP requests a BE SLA from the CP through the CP web page, filling the template, and submits the SLA. The SLA describes the connectivity requirements at a service level, such that 99% availability of connectivity, but no QoS guarantee. The nature of the service prompts the CP to perform a connection-less, best-effort service, which requires no per-user provisioning. At the same time, the SLA gives rise to a monitoring condition on connectivity availability, so that the SP can confirm the connection has been available more than 99%.

From the examples above, it is to be observed that coordination among three business processes, namely SLA, monitoring, and connectivity provisioning, is the key toward successful IPCM operation at ConS RP.

ConS-IPCM Design Overview

The essential set of interfaces for the IPCM operation at ConS are named ConS-IPCM in this submission. To be more precise, ConS-IPCM is a collection of facets, each of which contains multiple interfaces, possibly encompassing different management layers.

1.5. ConS-IPCM Design Requirements
The design of ConS-IPCM started with studying requirements based on the analysis of business examples as they are exemplified in the Section 2. The authors consider the following requirements are essential for the design of ConS-IPCM.

R1: Support of “Information Model” for IP network services
In a sense, IP is just another transport technology, with a lot of loose ends. The fact is, however, it turned out to be strength rather than weakness. It also means that IP networking technologies will continue to evolve over the years. A good information model of IP connectivity gives SP a service level view, which is to serve as a framework for the SP to build IP network services and application services.

R2: “Better abstraction” at ConS RP for network/service layers than at router MIBs

The principle of abstraction and information hiding, the guiding principle of TINA design, applies to ConS-IPCM design. There are practical merits as well, as it aims at providing an essential, core set of connectivity services, which are to be used and expanded for more application level services.

R3: IPCM not “hard-wired” to any particular router design
The ConS-IPCM should not depend on, or depends as little as possible on any vendor or hardware specific features, which can be separated from the ConS-IPCM design rationale. The purpose of ConS-IPCM is not to eliminate vendor-specific, hard-wired control and management interfaces, rather to encapsulate them at a higher, service layer, which is more generic for IP-based applications.

R4: Some compliance with policy PIB from DMTF
As an information model at a higher service level, the ConS-IPCM bears conceptual closeness to PIB from DMTF and corresponding IETF WGs. Although it should be pointed out that their current specifications are not completely aligned with TINA business model or respective reference points, they can be regarded as specifications at a layer below the ConS-IPCM, to deploy service level requirements dictated by the information model exchanged at the ConS-IPCM.

R5: IP connectivity service
IP connectivity service as it is presented by the CP to the SP should support basic IP-based connectivity service classes as they are specified by IETF Integrated Services (IntServ) and Differentiated Services (DiffServ) workgroups.

R6: Provisioning and monitoring
Provisioning and monitoring for IP connectivity service need to be coodinated in such a way that the user of the service (the CP) can make sure SLA observance by the SP. The monitoring function which is complete in the sense of guaranteeing SLA observance, can be offered only through cooperation of the SP.

R7: Support for VPN-enabled path setup
The major benefit of having the ConS-IPCM instead of having a collection of separate, service-specific interfaces closely tied to availability of real resources is that, the ConS-IPCM enables presentation of virtual view of the real IP networking resources by the SP to the CP. VPN, and Virtual Private Routed Network (VPRN) as an extension of VPN, both enable the user to set-up virtual (private) IP connectivity using the real IP network resources offered by the CP.

R8: Support for connection-less and connection-oriented (MPLS) provisioning
The ConS-IPCM should support both connection-less and connection-oriented connectivity services, as the latter may be provisioned by using MPLS. The two types of connections serve different types of applications, and they can provide different grades of connectivity services by combining them with different monitoring conditions and with association of different SLA conditions.

R9:  Network and service management
The original ConS are meant to provide a convenient network and service management package by the CP to it user, the SP. This requirement remains the same for  the ConS-IPCM, where more coherent arrangement between provisioning, monitoring, and subsequent service management business processes (e.g. billing) can be done through an essential set of interfaces.

R10: Support of “Carrier-IP” features
Carrier-IP features, as they are the underlying assumption of ConS-IPCM, require more rigorous treatment of FCAPS issues. In this submission, provisioning and monitoring issues in addition to a part of security issues are addressed. For the carrier-IP connectivity service, the ConS-IPCM specification should serve as a core set of interfaces, which shall be further extended and enhanced, when the need arises.

R11: Reliability, accounting, (performance) monitoring, security
Among the above mentioned carrier-IP features, it is considered that reliability, accounting, performance monitoring, and security are most immediate issues to be resolved. These are the targeted areas of faces proposed in this submission.

R12: Topics such as tunneling, mobile IP, roaming, etc. to be covered
The value of the ConS-IPCM lies in its reusability for different types of IP connectivity services, which the CP wants to offer to the SP. It is therefore essential that extension of the core ConS-IPCM specification can be shown through examples, that how they can be applied to typical connectivity services such as tunneling, mobile IP, etc.

1.6. ConS-IPCM Design Rationale

To fulfil the design requirements listed in Section 3.1, ConS-IPCM design rationale is studied first. In particular, it is necessary to study the original ConS design, to identify features missing for the ConS-IPCM requirements.

1.6.1. Design Objectives

The ConS-IPCM specifies a set of facets and interfaces for IP connectivity service between the SP and CP, enabling the SP to set up an IP connectivity matching his service needs. In short, the ConS-IPCM provides a 3rd party control of IP connectivity, which can be used for various IP-based services. This goals is common with the original ConS, therefore much of the design principles can also be common between ConS and ConS-IPCM. There are certain difference between the two, however, due to the difference in usage of the two connectivity services. Typically, usage of ConS has been associated with streaming media which requires connection-oriented connectivity and continuous QoS support, whereas IP applications include more connection-less type services such as e-mail and HTTP.

Although efforts have been made to include connection-less style provisioning in later NRIM [4], NRA [5], and NCS [6] releases, the efforts need to be extended toward ConS, in order to provide a consistent IPCM environment for ConS users.  The strengths and the weaknesses of the original ConS design are considered as follows.

P1: Per-user-flow-provisioning oriented (both connection-oriented and connection-less cases)
In the original NRIM/NRA design, and its proposed modification for connection-less cases [9], network resource provisioning is done per-user-flow basis. This translates into strength which enables more solid provisioning of resources and QoS guarantee, but at the cost of additional provisioning overhead. Although this issue is primarily out of the scope of this submission and ConS-IPCM, it is to be noted that the per-user-flow provisioning needs not be mandated by ConS-IPCM. It is also to be noted that adoption of ConS-IPCM and that of NRIM/NRA are, in large part, independent issues. For example, resource provisioning at IP network layer can be done using MPLS and associated signaling protocols specified at IETF, whereas ConS-IPCM provides framework for the SP-CP interactions.

P2: Strongly session-oriented (everything is accounted for sessions)
It is a unique feature of TINA design that interactions of two stakeholders are based on layered session concepts, named access and usage. Thus session becomes basis for management services including accounting, security, etc. Though this feature is considered strength of TINA design, it may not be always necessary, in particular for connection-less services where per-session provisioning is not done, or is considered as overkill.

P3: Dynamic object creation/destruction per user-flow/session
Following the above observation, dynamic object creation/destruction necessitated by the TINA features described in P1 and P2 can be considered both strength and overkill. Although these features are useful for stream-oriented, QoS demanding connectivity, they are not needed in general for aggregated connection-less, best-effort traffic which still occupies much of IP traffic today.

P4: Explicit, source routing (Connection Graph)
The Connection Graph (CG), which describes the network topology of  the requested connectivity, is one of the key concepts of TINA connection management.  Although the concept was originally considered for connection-oriented technologies such as ATM, SDH, and SONET, the CG has generic technical merit which applies to both connection-oriented and connection-less IP configuration management.

P5: Not all IP-based service need them all

Despite all the positive features, TINA adoption and ConS in particular has been slow, due partly to the fact that the open telecom service business model as it was envisioned by TINA has not fully evolved. It has also been observed that these TINA features tend to be overkill for the current, yet-to-mature ISP businesses. One of the design objectives of this submission, therefore, is to give amore accessible TINA-based IP connectivity service while following the good design principles originated in ConS.

P6: Lack of facets: functional group of interfaces suitable for CAT
The current version of ConS [2] does not support facet. The facet is defined for compliance and testing (CAT)  [3] of TINA specifications, to facilitate functional grouping of interfaces, easing derivation of testable set out of ODL complexes. In a historical perspective, the TINA facet bears similarity to older TINA component concept such as the computational object and the object group. In contrast to these older concept, the TINA facet is typically defined at reference points, and it does not assume that the interfaces within a facet are under the same lifecycle management. The fact that original ConS does not support facet, however, is not necessarily considered a shortcoming, since the complexity of the ConS was not so threatening. The true problem is that the original ConS design was closely tied to TINA objects in the CP domain, enforcing certain design features listed through P1-P4 to the CP, which may or may not use these features. An additional benefit of introducing facet, therefore, is to free ConS-IPCM from TINA CP components, which may or may not be used in the IPCM context.

P7: Not all the FCAPS features are available for Carrier-IP services
The original ConS was designed primarily to serve a core set of interfaces for connection-oriented connectivity service. As such, FCAPS features are kept minimal, and not all the desired FCAPS features for Carrier-IP services are available in the current ConS specification. One of the design objectives of this submission, therefore, is to provide some of FCAPS building blocks for managed Carrier-IP services.

1.6.2. Design Decisions

Based on the analysis of the previous section, the design team of this submission made the following decisions to achieve the goals.

D1: Session framework

The original TINA ConS session concept is considered too strong. It is replaced by a looser form, an SLA facet coordinated with other IPCM facets. An SLA covers certain time period such as a week or a month, which is agreed between the two parties.

D2: Facets and interfaces are defined, but not components

As it is discussed in P6, the TINA facet is used in this ConS-IPCM submission to group functionally related interfaces. Component concept, on the other hand, is not used, since we found the facet more appropriate framework for the ConS-IPCM design objective. Although TINA ODL or CORBA IDL are to be primarily used, a facet may contain computational models from different management layers (SML and NML), as it is to cover a span of related activities in a period defined by an SLA. For example, interfaces can be dynamically created per user interactive session using a WEB CGI program, which may be a part of SML activities. This submission does not cover actual components, both information and computational, as they are to be supplied by scheduled revision of NRIM and by IP Network Element MIBs.

D3: IP connectivity provisioning

Per-user-flow provisioning is to be used only for connection-oriented, assured (hard-guarantee) and CL (soft-guarantee) type services, e.g. IP VPN, much of MPLS-based provisioning, etc. For other type of services, i.e. DiffServ and BE (best-effort) services, only end-points are provisioned, but per-user-flow provisioning is withheld.

D4: Connectivity configuration management

Explicit, source routing is broken into two parts: configuration management and actual IP provisioning. Configuration information to be exposed depends on (IP-based connectivity) service, e.g. ISP peering, VPRN (Virtual Private Routed Network), Tunneling, IP VPN, Mobility support (tunneling set-up for mobile node to home agent). For the same reason stated in D2, actual IP provisioning (e.g. IP address assignment, signaling, routing table set-up, etc.) are outside the scope of this submission.

1.7. Structure of this submission

It is just not practical or convenient for a single ConS-IPCM spec. to cover all the phases of carrier-IP connectivity provisioning. This submission focuses on certain key areas, which have not been  sufficiently covered by existing body of works.
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Figure 2. ConS-IPCM Functional Coverage and Dependency

Figure 2 illustrates an overview of the functional coverage and dependency within this submission for the ConS-IPCM specification.

F1: SP-CP Authentication

The authentication between SP and CP provides a secure environment for the following IP connectivity service and provisioning. Existing works in the industry, in particular the latest version of OMG TSAS joint submission [10], Parlay frame interface, and IETF AAA framework can be used for this purpose, therefore this ConS-IPCM submission does not cover this function.

F2: SLA

The service level agreement (SLA) dictates the terms of service and payment for the subsequent IP connectivity service. The SLA is a result of negotiation between the CP and the SP, which is completed with submission of the CP to the SP for execution. The SLA is effective over a period, which is also a part of the terms of service dictated by the SLA. The negotiation between the two parties can be seen as a process to construct a user-defined policy for managing the subsequent IP connectivity service. In this submission, ConS-IPCM SLA facet provides this SLA function.

F3: Per Service Certificate

Within the management context provided by the binding SLA, the CP differentiate information access of the SP, in such a way that the access conforms to the SLA terms of service. For example, some SLA may only allow access to monitoring service in a limited manner, so that the user of the service (SP) can only receive a periodic summary of network statistics. This differentiation becomes possible through a mechanism similar to the role-based access control (RBAC), which grants access permission to a set of interfaces depending on the service features described in the SLA. A certificate is passed from the CP to the SP, as a token for the specified permission. In this submission, ConS-IPCM Security facet provides this per-service-certificate function.

F4: Configuration

The CP provides IP connectivity service, allowing its user (the SP) to create, to configure, and to terminate an IP connectivity customized for the SP. In other words, this configuration function enables an IP analogy of 3rd party call control, although actual service is separated from connectivity configuration for this ConS-IPCM. In this submission, ConS-IPCM Configuration facet provides this configuration function.

F5: Monitoring

When IP connectivity is set up, monitoring can be a part of the SLA terms of service. In other words, monitoring can be considered as an essential part of IP connectivity service, so that the user of the service (the SP) can monitor and confirm observance of the SLA by the CP. In this submission, ConS-IPCM Monitoring facet provides this monitoring function.
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Figure 3. Structure of ConS-IPCM – (1)

Figure 3 illustrates the structure of this ConS-IPCM submission. Overall, it shares the same TINA design principles with the original ConS, which is initiated by, and is in compliance with NRIM and NRA. On the other hand, the ConS-IPCM departs from ConS in certain important aspects, to accommodate IP connectivity service better. The ConS-IPCM contains four functional groups (facets), named SLA, Security, Configuration, and Monitoring, respectively.
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Structure of ConS-IPCM – (2)

Figure 4 illustrates the structure of ConS-IPCM from a more technology point of view. The interactions between two concerned business roles, i.e. the SP and the CP, which is in this case IP Connectivity Provider (IP CP), are to be described in the ConS-IPCM specification. TINA business roles are not fixed onto any business entity, since they are business prototypes “relative” to each other while two parties are engaged in a business relationship. For example, the SP may be identified with an Internet Service Provider (ISP), an Application Service Provider (ASP), or a business user who wants to have a customized IP connectivity service for its branch offices. The CP may be identified with a backbone ISP, or a network operator, who are capable of IP connectivity provisioning.

The interactions between the two parties can span two management layers, Service Management Layer (SML) and Network Management Layer (NML). Interactions using SLA and Security facets are primarily at SML, which implies that these interactions are binding and correlating the respective SML activities within two stakeholder domains. Interactions using Monitoring and Configuration facets are primarily at NML, but they may extend up to SML when they correlate with SML activities such as ordering and billing. In either case, we expect that WEB-based interfaces are predominantly used at SML, which may also include some Java activated components. We also expect that mixture of CORBA, PIB-COPS (Policy Information Base using COPS), RMON, and SNMP will continue to be used at NML.

1.8. Relationship to other TINA documents

(To be filled upon the convergence of IPCM RfP submissions, when decisions are made on new addendum to NRIM/NRA).

2. Usage examples

Usage of ConS-IPCM is studied and illustrated through examples. The ConS-IPCM is a part of open telecom service environment envisioned by TINA, enabling macro scale flow-through operations in a multi-stakeholder environment. In micro scale, usage of ConS-IPCM is understood by studying the interactions between the SP and the CP. In the following part of this section, usage examples of ConS-IPCM, both in macro scale and micro scale, are studied.

2.1. Macro scale flow-through operation 

Two parties, the SP and the CP,  are a part of an end-to-end flow-through operation, which needs an IP connectivity service to satisfy the service requirements of the end user. For example, the SP acts on behalf of the end user (Consumer), requesting an IP connectivity service, to deliver contents of the 3rd party. The CP acts on behalf of the SP, to perform necessary provisioning for delivering the requested QoS.

(1): From Consumer to Service Provider (Ret)

A consumer requests delivery of on-line performance of Ballet. The SP receives the order, and return an order confirmation to the consumer.

(2): From Service Provider to 3Pty Provider (3Pty)

The SP contacts a 3rd party, which is hosting the event. The SP reserve a “seat” in the on-line theater on behalf  of the consumer, receiving a confirmation from the 3rd party, along with its delivery point (an IP address).

(3): From Service Provider to Connectivity Provider (ConS-IPCM)

The SP talks to the CP through ConS-IPCM, to set up an IP connectivity honoring both the consumer’s and the 3rd party’s service delivery requirements. For example, the SP actually need to know both the available capacity at the access network on the consumer side, and the delivery requirements of the contents provider (the 3rd party). The SP requests a VPN to the CP, and the CP returns a confirmation to the SP.

(4): From Connectivity Provider to Consumer (TCon-IPCM)

The CP notifies the consumer that an IP VPN is set up between the consumer and the targeted 3rd Party’s destination IP address, so that the requested stream delivery is ready to start.

(5): From Connectivity Provider to 3Pty Provider (TCon-IPCM)

The CP notifies the 3rd Pty Provider that the IP VPN is provisioned, so that the 3rd Pty Provider can start transmission of the content.

In the above example, availability of ConS-IPCM is critical for the SP to set-up an IP connectivity in a 3rd party control style (the SP is the 3rd party in terms of the connection set-up). TCon-IPCM is a version of TCon for IP control and management, of which functions and requirements are yet to be identified.
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Figure 5. ConS-IPCM Usage – Macro Scale Flow Through Operation

In a more formal description, the above described macro scale flow through operation needs the following precondition, and brings about postcondition.

Precondition

For the consumer to be able to subscribe to the service, the consumer has to be able to contact the Service Provider. Though alternatives are conceivable, it is most natural to assume that the consumer is IP-connected to the service provider, so that the consumer can subscribe to the service on-line.

It also means that the consumer has an access to basic IP service through certain access networks, either through cable, DSL, or wireless, and are offered at least best-effort, WEB services offered by the service provider. In other words, the consumer is given a set of IP addresses, and is given bare access to servers such as DHCP, DNS, etc., through a normal ISP sign-up process. The connectivity provider may or may not cover the access network, or the IP connectivity entirely.

For example, it often occurs that the access network provider different from the ISP. It may be true that the consumer tends to have more limited choice of access networks than they do of ISPs, as provisioning of access networks still has to go through off-line labor to upgrade cable, etc. It is also common that an access network provider doubles as a service provider (SP), by offering value added services at its portal site.

In either case, existence of access network provider does not really change the described macro scale flow through operation, as far as the SP and the CP are separated, i.e. a 3rd party IP connectivity control is needed.

Postcondition

The SP is given access to monitoring facet after IP connectivity is provisioned. This gives the SP to monitor observance of the SLA by the CP, giving the SP assurance that it will also able observe the terms of service delivery it engages in with the consumer. Except for the access network, which may or may not be under control of the CP, the SP will be able to give a better assurance to the consumer compared to the operation without ConS-IPCM.

This advantage should not be taken lightly, as there are rooms for improvement both on the SP side as well as on the CP side. For example, when the number of audience in the on-line theater becomes large, the SP may prefer to set-up its own content distribution network as it may save network cost, using point-to-point IP VPN and tunneling. The CP, on the other hand, can offer a more flexible configuration option such as multicast network using Virtual Private Routed Network (VPRN), which in essence enables the SP to outsource the entire network operation to the CP, retaining the most of the benefits of the privately-owned content distribution network.

2.2. Micro scale SP-CP interactions

The ConS-IP describes the behavior of the SP and the CP, and interactions between them, grouped respectively in view of the four facets presented in Section 3.3. Before proceeding to more detailed description of individual facets, an overview of SP-CP interactions at ConS-IPCM is presented.
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Figure 6. Micro Scale SP-CP Interactions – (1)

Figure 6 illustrates micro scale SP-CP interactions, giving a rough sketch of event sequence of the SP-CP authentication, SLA facet, and Security facet. Of the three shown in the figure, the SP-CP authentication part is out of the scope of ConS-IPCM, not included in this submission.

Authentication Request

The Service Provider requests authentication to the Connectivity Provider. The SP may have a pre-arranged account with the CP, so that the authentication may also grant the SP access to account status, payment due, etc.

Authentication Granted

Upon successful authentication, the SP is granted an access to ConS-IPCM facets.

IP Connectivity Service SLA Request

The SP requests an SLA template for IP connectivity service. In the actual usage of the facet, the SP may click on the corresponding entry in the CP home page.

SLA XML CGI

The CP returns to the SP with a XML page generated by a CGI program. The XML page is a template for the following SLA negotiation, whose data fields the SP can fill and submit to the CP.

SLA Negotiation

SLA negotiation continues between the SP and the CP. The XML SLA template is generated and re-submitted, each time SLA does not reach convergence. The reason for the CP not accepting the SLA may be different each time, and it has to be understood by the SP to reach an agreement.

Submit SLA (Connection Graph)

The SLA needs to include essential conditions, which are binding both the SP and the CP during the lifetime of SLA terms of service. In particular for the IP connectivity service, the SLA has to be sufficiently clear on the topology information of the connectivity, the type of service to be supported on the virtual topology of the connectivity, and the monitoring condition allowed on the topology. For the virtual topology information to be exchanged between the SP and the CP, TINA NRIM provides an appropriate tool, which is the Connection Graph. The SLA also should indicate the quote of the service, so that the SP understands its payment responsibility upon successful fulfillment of the SLA.

SLA Granted (SLA-ID)

The CP returns to the SP with an SLA-ID, with an assurance that the CP will honor the terms of service dictated in the SLA. In the transactions to be followed, the CP uses this SLA-ID to distinguish activities which are dictated by this SLA and others which do not.

Certificate Request (SLA-ID)

The CP requests certificates to grant it access to privileged facets, including Configuration Facet and Monitoring Facet. Structural details of these certificates may be usage dependent.

Certificate XML

The CP provides a requested certificate in a form, either in XML or in CORBA IDL, when the request comply with the binding SLA.
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Figure 7. Micro Scale SP-CP Interactions – (2)

Figure 7 illustrates micro scale SP-CP interactions of the remaining two facets, Monitoring Facet and Configuration Facet. Although operations on Monitoring Facet and Configuration Facet are shown in sequence for the sake of convenience, the two facets are independent and can work in parallel, except that the virtual topology represented by the Connection Graph must be common to the two facets.

Monitoring Request (SLA-ID)

The binding SLA can specify monitoring conditions for the SP, so that the SP can request a few monitoring points in the virtual topology, which will report periodic performance report to a specific SP monitoring interface. The SP starts with a request to the CP, to set up a monitoring point.

Request Granted

When the requested monitoring condition complies with the binding SLA, the CP grants the request, and starts sending monitoring event to specified monitoring interfaces.

(3),(4),(5) Event Report[

Event reports are sent periodically, or in event-driven manner, from the CP to the SP.

(6) Topology Info. Request (SLA-ID)

The virtual topology of IP connectivity (Connection Graph) is a part of SLA, and is also a part of shared knowledge between the two parties. The CP requests the most updated connection graph.

(7) Topology Info. (Connection Graph)

The CP returns to the SP with the current connection graph.

(8) Connectivity-Change Request (SLA-ID)

The CP may request change in the connectivity within a certain degree accepted by the binding SLA. The request may be granted or not, depending on how flexible and general the binding SLA is structured. For example, if the CG represents a multicast backbone for VPRN users, adding a leg for a new site to the current topology may be envisioned and can be dealt with, by the original terms of SLA.

(9) Request Granted (Connection Graph)

When the request complies with the binding SLA, it is honored by the CP, and an acknowledgement is returned to the SP.

2.3. Security service usage example
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The SP can obtain certificates through Security Facet, which facilitates the SP to access interfaces in Configuration and Monitoring Facet.  Figure 8 illustrates a usage example of Security Facet. The SP obtains certificates form the CP with interactions using Security Facet interfaces. 

Figure 8. Security Facet Usage Example

In the figure, certificates are shown by using colored tokens. In the subsequent access to interfaces in Configuration and Monitoring Facets, the SP presents the certificates to obtain access to designated interfaces. The SP obtains the access to the first three interfaces, of which certificates are obtained by the SP in the preceding interactions. The SP is denied to access the fourth interface, since the SP failed to present valid certificate to access the interface.

2.4. Configuration/monitoring service usage example

The usage of Configuration Facet and Monitoring Facet are illustrated through examples using topological image of IP connectivity service they provide. As explained earlier, these topological images are a part of shared management knowledge between the two parties, and they are represented by Connection Graphs, when they are exchanged, updated, and modified between the SP and the CP.

The IP connectivity service offered by ConS-IPCM is highly generic, meaning that it only supports essential core which needs to be supplemented by additional control and management elements, to constitute value-added IP services. There are, however, several prototypical IP connectivity services which can provide sufficient base for variations. In this submission and in the following example, we assume that the network is under a single control and management domain, which we imply that signaling messages necessary to perform provisioning can pass through the domain without external interworking  unit or translation gateway.

The above assumption does not necessarily mean application of ConS-IPCM is limited to a single CP domain or an ISP domain, though they may include most of typical usage. Even if there are multiple CP domains across the two end points, if they are fully federated, or under a peering relationship to each other in such a way that signaling messages can pass through without extra arrangements, we are able to view these multiple CP domains as a virtual single IP control and management domain, to which the following usage examples fully apply.

There are mainly two separate cases in terms of ConS-IPCM usage, reflecting two different relations between the SP and the CP. Although both cases and their underlying models conform to the TINA business model, two cases assume different responsibility of  IP control and management, from the two stakeholders. In the first model, the SP may be more directly involved with configuration management, and inter-domain management issues at large. An SP may open SLA sessions with multiple CPs, each using ConS-IPCM facets. If quality of one connection degrades, the SP can swiftly switch over to a different path with a different CP. In this model, the SP is actively involved with QoS maintenance with multiple IPCM domains.

In the second model, the CP is primarily responsible for inter-domain management and its federation of multiple IPCM domains. In this model, an SP opens an SLA session with a primary CP using ConS-IPCM facets, and the primary CP assumes responsibility of inter-domain management and federation with other CPs, using FCon reference point or more conventional ISP peering, using standard protocols such as BGP-4. As a result, the most of inter-domain management is invisible to the SP, allowing the SP to see the primary CP as if offering a single CP (IPCM) domain.

Point-to-point, per-user-flow provisioning

Figure 9 illustrates ConS-IPCM Configuration/Monitoring usage for point-to-point, per-user-flow provisioning for IP connectivity service. There are two termination points, which are given IP addresses. The IP addresses may be either public or private, depending on the usage of the service.
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Figure 9.  Point-to-point, Per-user-flow Provisioning

The two termination points may have private IP addresses, when the connectivity service is used for IP VPN service setting. The two termination points have public IP addresses, if the service is used for an SLA-bound, QoS assured public IP network service. Two termination points accept incoming and outgoing traffic, which can be accounted and monitored separately. The CP sets up monitoring points at the two termination points, upon request from the SP. A typical monitoring condition may include qualities such as end-to-end delay, round-trip delay, packet loss ratio, network availability, etc. To perform per-user-flow provisioning, certain standard signaling mechanisms such as RSVP or MPLS labeling may be used, in conjunction with other mechanisms such as ATM PNNI. By nature, this type of provisioning is suitable for IETF IntServ service classes such as Guaranteed Service (GS) and Controlled Load (CL) services.

Multicast, multi-point, per-user-flow provisioning

0 illustrates multicast, multi-point, per-user-flow provisioning example. Many features are common with the previous example, except that there are three termination points and a multicast point in this example. The actual signaling protocol may be different from the previous example, though it is outside the scope of this ConS-IPCM. Although the number of applications which need this type of connectivity service may be limited, it is a natural extension of the point-to-point, per-user-flow provisioning service. Each leg of the multicast is provisioned in such a way that respective end user can enjoy terms of service dictated in the SLA at the designated termination points.

Multicast point is, in essence, not something critical to the SP, as far as its existence or non-existence do not affect the SLA terms of service. It can be a vantage point of the CP, however, if the CP sells its IP connectivity service as a multicast service, combining efficiency and performance in a packaged SLA. In this case, the multicast point may be chosen as an optional monitoring point, so that the SP can observe the performance of the service as a multicast service, rather than a set of separate point-to-point connections.
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Figure 10. Multicast, Multi-point, Per-user-flow Provisioning

Point-to-point, non-per-user-flow provisioning

Figure 11 illustrates point-to-point, non-per-user-flow provisioning usage of ConS-IPCM. This example typifies provisioning of  “connection-less” flow, which does not perform explicit provisioning for individual user flow.
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Figure 11. Point-to-point, Non-per-user-flow Provisioning

In the figure, there are two termination points, and they are provisioned in the same way as in the per-user-flow provisioning case, explained in section 4.4.1. These two termination points can be chosen as monitoring points for the flow as well. No signaling messages will be transferred between the two end points, since there is no explicit resource provisioning for the path, except that provisioning may be done for aggregated traffic classes, for DiffServ service classes. In other words, this type of provisioning is aimed toward IETF DiffServ and Best Effort IP connectivity services, not suitable for more connection-oriented, per-user-flow-provisioning oriented IP connectivity solutions. The SLA and terms of service still applies to this type of provisioning, though the meaning of  “QoS guarantee” needs to be interpreted differently from the full per-user-flow provisioning case. The guarantee given for this type is more probabilistic with higher degree of uncertainty. Therefore more effective accounting in tandem with billing system may be useful to make this type of service more accountable.

Multicast, multi-point, non-per-user-flow provisioning
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Figure 12 illustrates multicast, multi-point, non-per-user-flow provisioning usage example. The figure is very similar to Figure 10 in section 4.4.2, except that per-user-flow provisioning is not done for the multi-point connection. 

Figure 12. Multicast, Multi-point, Non-per-user-flow Provisioning

In this case, termination points are provisioned and monitoring points are configured as well. Incoming and outgoing streams can be monitored so that they are made accountable up to certain level dictated in the bounding SLA. Multicast point, which may or may not exist, but it may remain unobservable, as most likely usage of this type of provisioning is for broadcasting service of various public events, for example Rock concerts, Presidential address, etc.

Summary of Cons-IPCM usage and extensions

ConS-IPCM and its usage illustrated in preceding sections are meant to serve as a core of the IP connectivity service offered by TINA compliant Connectivity Provider. Once the core part is deployed, several extensions become available, covering much of the IP connectivity services envisioned today. Table 1 shows summary of ConS-IPCM usage and its extensions.

In the table, the leftmost column represents required additional support at edge nodes, which hosts termination points of the connection. The top row represents the four basic provisioning services shown in the preceding section (section 4.4). The combination of a row and a column implies that, with the additional support at respective termination point (TP) nodes, the designated service can be offered as an extension of the core provisioning service. A TP node can equate with an IP edge node, where various types of access networks are connected to a core IP network. A TP may reside in a CPE, when the respective CPE equipment can support much of IP configuration and monitoring functions described in the preceding sections.

Required additional support at TP node
P2P with PUFP
P2P with No-PUFP
MP with PUFP
MP with No-PUFP

(Basic Service Type)
GS/CL service
DiffServ/BE
GS/CL service
DiffServ/BE

QoS Monitoring and Security
IP-VPN
IP-VPN
N/A
N/A

Private IP addresses at TP node
VPRN
VPRN
VPRN
VPRN

IP encapsulation support at TP node
Tunneling
Tunneling
N/A
N/A

LAN emulation support at TP node
VLAN
VLAN
VLAN
VLAN

IP encapsulation support + home agent support +  binding cache support (care-of-address) at TP node
Mobile IP
Mobile IP
N/A
N/A

Table 1.

Summary of ConS-IPCM Usage and Extensions

Note that  several table entries labeled as N/A implies that corresponding service concept could not been found in the current service taxonomy. The table also shows that several extensions of basic IP connectivity services become available with additional functional support at TP node.

2.4.1. IP-VPN

IP-VPN service can be offered with additional QoS monitoring and security features. The security feature should include data encryption and/or separate L2 path provisioning as it is done by MPLS so that privacy of the VPN messages are protected.

2.4.2. VPRN

Virtual Private Routed Network (VPRN) is an extension of IP-VPN. VPRN supports multi-point connectivity topology with private IP addresses, whereas IP-VPN supports point-to-point topology often with public IP addresses.

2.4.3. Tunneling

Tunneling often offers a convenient measure to solve certain IP networking problems such as traffic engineering, IPv4 hosting of  IPv6 traffic, construction of multicast network on non-multicast routers, etc.

2.4.4. VLAN

With additional LAN emulation support at TP nodes, VLAN service becomes available. The IP connectivity offers transport for Layer 2 LAN traffic.

2.4.5. Mobile IP

Global roaming of Mobile terminal can be realized by combining basic IP connectivity service and mobility support at TP node. Roaming user goes from one end of the network to the other, and the SP sets up a tunneling and care-of-address at the TP node hosting the user, so that the user can receive the messages in the foreign network as if the user is still in the home network.
ConS-IPCM Specification

This section describes the ConS-IPCM and its facets specification. Each of the four facets represents a functional, self-consistent, mutually coherent group of interfaces. Before proceeding to the full description of the facets synopses of facets are described, to give an overview and introduction of respective facets.
2.5. Specification Language and Description Style

The specification language and the description style of ConS-IPCM follows TINA guideline, i.e. TINA ODL and CORBA IDL as a subset of TINA ODL are used throughout this specification.  Due to popularity and availability of appropriate platforms, actual deployment of these specifications may require mapping to different languages, including IETF PIB and W3C XML. Mapping rules are given at the end of this document as annexes. The specification in this section is for annotation and illustration purposes. Complete IDL file is given at the end of this specification as an appendix (To be completed as Appendix-4 when this specification is finalized).
As a general guideline, we weighed upon portability of the specification across multiple languages, consciously choosing not to use full object-oriented features of CORBA IDL such as interface inheritance. For example, interface definitions in the specification do no contain attributes, so that data and data structures are cleanly separated from operations on them. CORBA IDL interface syntax is used as a container for grouping a set of coherent remote operations, rather than a mechanism to import complex objects from a remote system. In the following specification, we assume that a data object is distinguished by a unique name, consistently referred as something like dataObjectID. This is meant to be a generic placeholder for language dependent naming and referencing scheme. For example, it may actually contain a URL for an XML object, a DN for a PIB entry, or an interface reference of a CORBA object.

2.5.1. Mapping from TINA ODL (CORBA IDL) to IETF PIB

Mapping from TINA ODL (CORBA IDL) structures to IETF PIB enables IP control and management through exchange of shared management knowledge using IETF standard protocols for policy management. See Appendix-2 for more details.

2.5.2. Mapping from TINA ODL (CORBA IDL) to XML

Mapping from TINA ODL (CORBA IDL) structures to XML tagged data is done in fairly straightforward manner. See Appendix-3 for more details.

2.6. Common Structures

Common structures are common to all the facets, and they are used throughout in this specification. In particular, the common structures include IDL representation of shared management knowledge between the SP and the CP, i.e. SLA and Connection Graph.

2.6.1. Common Definitions

typedef wstring Istring;
// International strings are Istrings






// borrowed from T1M1.5/99-039r4 [11]
/*

 *
IstringSetType is a set of strings.

 */

typedef sequence <Istring> IstringSetType;

/*

 *
A structure for digital signature.

 */

struct SignatureType {


Istring signerIdentity;

// index to an public key entry


Istring messageIndex;

// index to a message body to be signed


Istring signatureBody;

// digital signature

};

/*

 *
SignatureSetType is a set of signatures.

 */

typedef sequence <SignatureType> SignatureSetType;

/*

 *
Generic structure for attribute-value pairs

 */

struct AttributeValueType {


Istring attributeName;


any value;

};

/*

 *
AttributeSetType is a set of attribute-value pairs.

 */

typedef sequence <AttributeValueType> AttributeSetType;

2.6.2. SLA

/*

 *
SLA form represents SLA as shared management knowledge between the

 *
two stakeholders.

 */

struct SLAform {


Istring SLA_ID;



// unique ID


UTCtime startTime;


// UTCtime when SLA takes effect


UTCtime endTime;



// UTCtime when SLA expires


Istring tariffIndex;


// index to a pricing table

IstringSetType bindingObjects;
// reference to a set of

// connectivity objects which this

// SLA is binding, e.g. trails,

// trail set in connection graph.


unsigned short statusCode;

// status code of SLA


AttributeSetType termsofService;
// generic placeholder for SLA TOS


SignatureSetType singatureSet;
// signatures of stakeholders

};

/*

 * 
template for SLA attributes.  Typically, an SLA attribute has a form

 * 
of:
 * 

SLA_attribute_name math_symbol value [unit]
 *

 * 
where math_symbol is one of {=, <, >, <=, >=}.

 */

struct SLAattributeValueType {


Istring attributeName;


// name of SLA attribute

IstringSetType value;

// quantifier for the SLA

// attribute.

};

/*

 *
SLAattributeValueSetType is a set of SLA attributes.

 */

typedef sequence <SLAattributeValueType> SLAattributeValueSetType;

/*

 *
SLAtermType is a set of SLA attributes, which form a logic

 *
conjunction with a quantifier and binding options. See Appendix-1.

 */

enum QuantifierType {Universal, Existential, None};

struct SLAtermType {


Istring termID;



// unique ID


QuantifierType quantifier;

// Quantifier type for the SLA








// term. 

SLAattributeValueSetType values;
// values forming a conjunction

IstringSetType bindingOptions;
// option specifies a set of

// trails in connection graph.
};

/*

 *
SLAtermSetType is a set of SLA terms.

 */

typedef sequence <SLAtermType> SLAtermSetType;

2.6.3. Connection Graph and Connectivity Objects

Connection graph consists of other connectivity objects including IP protocol endpoints, IP edges, and IP trails. All these objects are, in essence, simplified and IP-specific versions of respective TINA connectivity objects specified and illustrated in relevant TINA documents, NRIM, NRA, and ConS. The relationship among these objects is explained in Appendix-1.

/*

 *
IP protocol terminates or multicasts at IPprotocolEndpoint.

 */

struct IPprotocolEndpoint {


Istring endPointID;
// unique ID


string address;

// IP address, either private or public


string subnetMask;
// subnet mask to be used at the end point


boolean multicast;
// if this is a multicast point, True.


boolean monitoring;
// monitoring ON/OFF


boolean hidden;

// if hidden, True.


AttributeSetType attributes;

// attributes

};

/*

 *
IPprotocolEndpointSetType is a set of IP protocol endpoints.

 */

typedef sequence <IPprotocolEndpoint> IPprotocolEndpointSetType;

/*

 *
IP edge is defined between two IP endpoints.

 */

struct IPedge {


Istring edgeID;

// unique ID


Istring endPoints[2];
// ID of two IP endpoints


AttributeSetType attributes;

// attributes

};

/*

 *
IPedgeSetType is a set of IP edges.

 */

typedef sequence <IPedge> IPedgeSetType;

/*

 *
TrailType is either per-flow-provisioning or
 *
non-per-flow-provisioning.

 */

enum TrailType {perFlow, nonPerFlow};

/*

 *
IP trail consists of a set of IP end points, representing the flows

 *
among these points.

 */

struct IPtrail {


Istring trailID;



// unique ID


TrailType trailType;


// trail type


Istring trailSource;


// source IP endpoint of the trail


Istring trailSink;


// sink IP endpoint of the trail


Istring SLA_ID;



// name of SLA binding the trail


SLAtermSetType SLAterms;

// terms of SLA binding the trail

};

/*

 *
IPtrailSetType is a set of trails.

 *

typedef sequence <IPtrail> IPtrailSetType;

/*

 *
TrailTreeType is either source or sink.

 */

enum TrailTreeType {source, sink};

/*

 *
IPtrailTreeType is a source tree or a sink tree. The trails in the

 *
tree have a common source or a common sink. See Appendix-1.

 */

struct IPtrailTree {


Istring treeID;




// unique ID


TrailTreeType treeType;



// type of this trail tree


unsigned long numberOfTrails;


// number of IP trails in









// this tree


IPtrailSetType trails;



// list of IP trails


SLAtermSetType SLAterms;


// terms of SLA binding









// the trail tree

};

typedef sequence <IPtrailTree> IPtrailTreeSet;

/*

 *
Connection graph holds all the related IP connectivity objects

 *
together.

 *

struct ConnectionGraph {


Istring connectionGraphID;


// unique ID


unsigned long numberOfEndpoints;

// number of IP endpoints


IPprotocolEndpointSetType endpoints;
// list of IP endpoints


unsigned long numberOfEdges;


// number of IP edges


IPedgeSetType edges;



// list of IP edges


unsigned long numberOfTrailTrees;

// number of IP trail trees


IPtrailTreeSet trees;



// trail trees in this CG


AttributeSetType attributes;


// attributes

};

2.7. SLA Facet

Function

A Service Provider (SP) establishes SLA with a Connectivity Provider (CP) by negotiation. The SP examines the service condition and the price tag, before finally submitting the SLA as a mutual agreement. The SLA establishes the context for monitoring and configuration management to be followed.

Precondition

The SP needs to be authenticated by the CP, to use an SLA facet.

Postcondition

An SLA-ID is returned, for further reference of the SLA. Terms of service of the SLA and virtual topology specified by a Connection Graph is established as part of shared management knowledge.

Comments
The SLA facet is positioned at SML, where WEB/XML/Java will be primarily used. An SLA gives specific terns of service, and is associated with a certain time period. The SLA expires at the end of the period unless it is renewed, or terminated earlier by either of the party.
2.7.1. SLAcontrol

/* 

 *
SLAcontrol is an interface whose operations enable control and

 *
management of  SLA.

 */

interface SLAcontrol {

/*

*
submitSLA: submit an SLA to the CP

*/

void submitSLA (


inout SLAform form,


// SLA form to be submitted. The

// form is returned with

// signatures when completed.


out unsigned short statusCode,
// status of SLA


out unsigned short errorCode

// errorCode if not successful

);

/*

*
renewSLA: renew an SLA with the CP

*/

void renewSLA {


inout SLAform form,


out unsigned short statusCode,


out unsigned short errorCode

};

/*

*
terminateSLA: terminate an SLA when it is not needed

 */

void terminateSLA (


inout SLAform form,


out unsigned short statusCode,


out unsigned short errorCode

);

};

2.7.2. SLAbinding

/* 

 *
SLAbinding is an interface whose operations manages binding status

 *
of an SLA to connectivity objects.

 */

interface SLAbinding {

/*

*
bindSLAtoTrail: bind an SLA to an IP trail

 */

void bindSLAtoTrail (


in Istring SLA_ID,


// unique ID of SLA


in SLAtermSetType SLAterms,

// SLA terms


in Istring trailID,


// unique ID of IP trail


out unsigned short statusCode,
// status code of IP trail


out unsigned short errorCode

// errorCode if not successful

);

/*

*
unbindSLAfromTrail: unbind an SLA from an IP trail

 */

void unbindSLAfromTrail {


in Istring SLA_ID,


in Istring trailID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
bindSLAtoTrailSet: bind an SLA to a set of IP trails

 */

void bindSLAtoTrailSet (


in SLA_ID,


in SLAtermSetType SLAterms,


in IstringSetType trailNames,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
unbindSLAfromTrailSet: unbind an SLA from a set of IP trails

 */

void unbindSLAfromTrailSet (


in SLA_ID,


in SLAtermSetType SLAterms,


in IstringSetType trailNames,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
bindSLAtoTrailTree: bind an SLA to an IP trail tree

 */

void bindSLAtoTrailSet (


in SLA_ID,


in SLAtermSetType SLAterms,


in Istring trailTreeName,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
unbindSLAfromTrailTree: unbind an SLA from an IP trail tree

 */

void unbindSLAfromTrailSet (


in SLA_ID,


in SLAtermSetType SLAterms,


in Istring trailTreeName,


out unsigned short statusCode,


out unsigned short errorCode

);

};

2.8. Security Facet

Function

An SP requests and receives certificates from a CP, to access and to use various monitoring and configuration services in respective facets.

Precondition

An SP-CP authentication and an SLA (SLA-ID), which is granted in a preceding SLA negotiation session.
Postcondition

A certificate is returned to the SP.

Comments

The certificate is subsequently stored locally, e.g. in the registry, or as a cookie, so that it can be re-used or presented to the CP when necessary. This Security facet is positioned at SML, where WEB/XML/Java may be primarily used. A certificate expires automatically when the binding SLA expires.
2.8.1. Access Control Certificate

/*

*
AccessControl stores per interface access control information.

 */

struct AccessControl {


Istring whichEntry;
// typically unique interface name (ID)


Istring control;

// access control string, e.g. “rwx”
};

/*

*
AccessControlSetType is a set of access control information.

 */

typedef sequence <AccessControl> AccessControlSetType;

/*

*
AccessCertificate stores access control information between the two

*
stakeholders.

 */

struct AccessCertificate {


Istring certificateID;


// unique ID


AccessControlSetType ACList;

// access control information


AttributeSetType attributes;

// additional attributes


Istring SLA_ID;



// unique ID of binding SLA


unsigned short statusCode;

// status code


Signature sign; 



// signature of certificate origin

};

2.8.2. SecurityControl

/*

 *
SecurityControl is an interface whose operations enable control and

 *
management of access control information.

 */

interface SecurityControl {

/*

*
requestCertificate: request a certificate for access control

 */

void requestCertificate (


in Istring SLA_ID,

// unique ID of binding SLA


in AccessControl request,
// access control request


out AcessCertificate certificate,
// access control certificate


out unsigned short errorCode

// errorCode if not successful

);

/*

*
renewCertificate: renew access certificate. A new access control

*
request may be added.

 */

void renewCertificate (

in Istring SLA_ID,

in AccessControl request,


inout AcessCertificate certificate,


out unsigned short errorCode

);

/*

*
notifyStateChange: set a new status to an existing certificate

 */

void notifyStateChange (

in certificateID,

inout unsigned short statusCode,
// new status is given as an in







// parameter, an updated status







// is returned as an out parameter.


out unsigned short errorCode

);

};

2.9. Monitoring Facet

Function

An SP requests and receives monitoring events from multiple monitoring points, which are specified through a session using this Monitoring facet. Monitoring points are selected from configuration topology. Location of monitoring points and monitoring condition are dictated by SLA.

Precondition

SP-CP authentication, SLA-ID, and certificate for monitoring service.

Postcondition

Event reports are periodically generated by CP for SP, for the period specified by the monitoring service. 

Comments

Form of event report may be selected by SP from popular NML protocols such as CORBA, PIB-COPS, or RMON. If chosen, CP may present its reports in a CGI generated WEB form.
2.9.1. Monitoring Point

/*

*
Monitoring point can be set on an IP endpoint.

 */

struct MPoint {


Istring endPointID;


// unique ID of IP endpoint


Istring SLA_ID;



// unique ID of binding SLA


AttributeSetType conditions;

// optional conditions for

// monitoring


unsigned short statusCode;

// status code

};

2.9.2. MonitoringControl

/*

*
MonitoringControl is an interface whose operations enable control

*
and management of monitoring points.

 */

interface MonitoringControl {

/*

*
setMPoint: set a new monitoring point

 */

void setMPoint (


inout MPoint mPoint,


// monitoring point to be set


out unsigned short errorCode

// errorCode if not successful

);
/*

*
unsetMpoint: unset an existing monitoring point

 */

void unsetMPoint (


in Istring endPointID,


// unique ID of monitoring point


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

/*

*
notifyStateChange: set a new status to an existing monitoring point

 */

void notifyStateChange (


in Istring endPointID,


// unique ID of monitoring point


inout unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

};

2.10. Configuration Facet

Function

An SP requests configuration topology information from a CP. The SP can request modification of configuration topology to the CP, and the request may be granted if the request is within an acceptable range already covered by the binding SLA.

Precondition

SP-CP authentication, SLA-ID, and certificate for configuration service.

Postcondition

When the virtual connectivity topology is changed, and a new topology is returned in the form of a Connection Graph.
Comments

The Connection Graph (CG) is to be used for representing virtual connectivity topology. If chosen, the CP can provide a graphical WEB page using the shared management knowledge, so that the SP can work on the virtual topology using interactive graphics user interface.
2.10.1. ConfigurationControl

/*

*
ConfigurationControl is an interface whose operations enable

*
topological change of connection graph and related connectivity
*
objects.

 */

interface ConfigurationControl {

//

//
Operations on IP endpoint

//

/*

*
createIPendPoint: create a new IP endpoint

 */

void createIPendPoint (


inout IpprotocolEndPoint point,
// new IP endpoint to be created


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

/*

*
addIPendPointToCG: add an existing IP endpoint to CG

 */

void addIPendPointToCG (


in Istring endPointID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
deleteIPendPointFromCG: delete an existing IP endpoint from CG

 */

void deleteIPendPointFromCG (

in Istring endPointID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
destroyIPendPoint: destroy an existing IP endpoint

 */

void destroyIPendPoint (

in Istring endPointID,


out unsigned short statusCode,


out unsigned short errorCode

);

//

//
Operations on IP edge

//

/*

*
createIPedge: create a new IP edge

 */

void createIPedge (


inout IPedge edge,


// new IP edge to be created


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

/*

*
addIPedgeToCG: add an existing IP edge to CG

 */

void addIPedgeToCG (

in Istring edgeID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
deleteIPedgeFromCG: delete an IP edge from CG

 */

void deleteIPedgeFromCG (

in Istring edgeID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
destroyIPedge: destroy an existing IP edge

 */

void destroyIPedge (

in Istring edgeID,


out unsigned short statusCode,


out unsigned short errorCode

);

//

//
Operations on IP trail

//

/*

*
createIPtrail: create a new IP trail

 */

void createIPtrail (


inout IPtrail trail,


// a new IP trail to be created


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

/*

*
addIPtrailtoCG: add an existing IP trail to CG

 */

void addIPtrailToCG (

in Istring trailID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
deleteIPtrailFromCG: delete an IP trail from CG

 */

void deleteIPtrailFromCG (

in Istring trailID,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
destroyIPtrail: destroy an existing IP trail

 */

void destroyIPtrail (

in Istring trailID,


out unsigned short statusCode,


out unsigned short errorCode

);

/*

*
addIPtrailSetToCG: add a set of existing IP trails to CG

 */

void addIPtrailSetToCG (

in IstringSetType trailNames,

// unique references to IP trails


in Istring connectionGraphID,

// unique ID of connection graph


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

);

/*

*
deleteIPtrailSetFromCG: delete an IP trail from CG

 */

void deleteIPtrailSetFromCG (

in IstringSetType trailNames,


in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

//

//
Operations on Connection Graph

//

/*

*
createCG: create a new Connection Graph

 */

void createCG (

inout ConnectionGraph graph,

// a new CG to be created


out unsigned short statusCode,
// status code


out unsigned short errorCode

// errorCode if not successful

};

/*

*
destroyCG: destroy an existing Connection Graph

 */

void destroyCG (

in Istring connectionGraphID,


out unsigned short statusCode,


out unsigned short errorCode

);

};
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Abbreviations

AAA

Authentication, Authorization, and Accounting

BE

Best Effort

CG

Connection Graph

DN

Distinguished Name

DS

Differentiated Service

CP

Connectivity Provider

GS

Guaranteed Service

MIB

Management Information Base

MPLS

Multiple Protocol Label Switching

NRA

Network Resource Architecture

NRIM

Network Resource Information Model

PIB

Policy Information Base

RBAC

Role Based Access Control

RSVP

Resource reSerVation Protocol

SLA

Service Level Agreement

SP

Service Provider

TIM

Technology Integration Map (TMF)

TOM

Telecom Operations Map (TMF)

TSAS

Telecommunication Service Access and Subscription (OMG)

URL

Universal Resource Locator

VLAN

Virtual LAN

VPN

Virtual Private Network

VPRN

Virtual Private Routed Network

XML

eXtended Markup Language
Appendix – 1
Connectivity Objects and SLA binding
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The connection graph consists of several connectivity objects, and they collectively represent virtual topology of IP connectivity resources available to the user, the Service Provider. In Figure 13, the relationship between the connectivity graph and IP connectivity objects are illustrated. In the figure, EP represents IPprotocolEndPoint, Edge represents IPedge, Trail represents IPtrail, respectively

Figure 13. Connection Graph and IP Connectivity Objects

IPprotocolEndpoint represents either an endpoint, where IP protocol terminates, or a multicast point. An edge is defined between two endpoints, so that there is at most one edge between two endpoints, or an edge has one endpoint at each end of the edge. As a whole, in the mathematical definition, a connection graph forms a spanning tree.

Trail is an endpoint-to-endpoint entity, whose QoS can be part of  SLA terms of service. In other words, QoS of the trail can be monitored and measured for SLA observance. A connection graph can contain a set of trails, and a large connection graph may contain a vast number of trails, as the number equals to the number of combinations of endpoints in the connection graph.
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Figure 14. Structure of IP Trail

Figure 14 shows the structure of IP trail. In an original TINA definition [NCS], a trail is a universal, overloaded concept, which may be either bi-directional or unidirectional, point-to-point or point-to-multipoint. In this ConS-IPCM submission, IP trail is defined as a unidirectional flow between a source endpoint and a sink endpoint. In the figure, a virtual bi-directional IP trail is shown to consist of a pair of unidirectional IP trails. One reason of this change is to avoid possible confusion on the role of IP trail with regards to monitoring and SLA binding. Another reason, also practical as well, is that even bi-directional IP traffic between two IP endpoints does not lend itself to symmetric traffic streams. Traffic streams of two directions often result in asymmetric traffic patterns and traffic load, due to the nature of applications (WEB, IP multicast), or by the constraints imposed by the technology such as ADSL. In an extreme, two traffic streams may be routed on two different paths, resulting in different QoS metrics.

It is not the case, however, that all these vast number of trails are necessary to define the network QoS of given connection graph. To cover QoS demand of prospective applications, a certain set of trails, or multiple set of trails are practically sufficient to cover most of its usage. For example, in Figure 13, two trails share the same endpoint, which is positioned leftmost in the figure. These two trails, or a trail set, are sufficient to cover QoS of a multicast tree originating at the endpoint. In general, a set of trails can be decomposed into a set of source trees or a set of sink trees, of which each tree is dictated with certain QoS constraints. In the following, we assume that the trail set is decomposed into a set of source trees, as a source tree and a sink tree are symmetric to each other with regards to QoS quantification.

Figure 15 illustrates an example of source trail tree. Quantification of QoS constraints of the tree can be stated informally as follows.

1. (Universal quantifier) Any of the trails in the tree satisfies a certain QoS constraint.

2. (Existential quantifier) At least one of the trails in the tree satisfies a certain QoS constraint.

An example of the first type is that all the trails should deliver content from the source endpoint to the sink end points within 10 ms. In a formal notation, it can be written as follows.

((x) ( TrailTree(x) and End_to_End_Delay(x) ( 10 [ms] )

An example of the second type can be similarly given, when packet loss ration of one of the trails should be lower than 10^(-5). In a formal notation, it can be written as follows.

((x) ( TrailTree(x) and Packet_Loss_Ratio(x) ( 10^(-5)  and End_to_End_Delay(x) < 20 [ms] )
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Figure 15. A  Source Trail Tree Example

An SLA term is a conjunction form of arbitrary number of SLA attribute-value statements for a trail tree, empowered by one of the two quantifiers, universal quantifier or existential quantifier. In reverse, an SLA term can be bound either to a trail tree, or a trail, which can be viewed as a trivial case of a trail tree. In case more specific binding option becomes necessary, the bindingOption field of SLAtermType can be used for the purpose.
To summarize, QoS constraints and SLA terms of service can be bound to a set of source trail tree or to a set of sink trail tree. These trail trees collectively define QoS constraints of the connection graph, over which SLA is negotiated between the two parties, the Service Provider and the Connectivity Provider.

Appendix – 2
Mapping from TINA ODL (CORBA IDL) to IETF PIB

The language of Policy Information Base (PIB) termed as SoPI (The Structure of Policy Information) is a modified version of SNMP’s SMIv2 [12]

 REF _Ref480893143 \r \h 
[13]. A standard protocol, known as the COPS (Common Open Policy Service) carries policies described in SoPI from a policy server (Policy Definition Point, PDP) to network equipments (Policy Enforcement Point, PEP) [14].
Mapping form TINA ODL to IETF PIB is possible, though it may take a little systematic approach to do so. For the ConS-IPCM specification to be transplanted into Policy-Based Management (PBM) environment, it is not necessary to establish translation rules for full features of CORBA IDL. It is sufficient only if rules for common structures (section 5.2) are established between the two languages. The following is a brief sketch of the translation rules.

Mapping of basic data types

Each basic data types used in ConS-IPCM Common Structure can be mapped onto a basic data type of SoPI.

ConS-IPCM
SoPI

any
OCTET STRING

boolean
BITS

Istring
OCTET STRING

string
OCTET STRING

unsigned short
Unsigned32

unsigned long
Unsigned32

UTCtime
ExtUTCTime

Table 2    Mapping of Basic Data Types

Table 2 illustrates correspondence between basic types of the two, ConS-IPCM and SoPI. Each data filed in the Common Structure can be translated into a correspondent data filed in SoPI, using the above table.

Mapping of CORBA IDL structures using SEQUENCE 

In ConS-IPCM, “struct” and “sequence” constructs of CORBA-IDL are used, to build a complex data structure from basic data types. In SoPI, “SEQUENCE” and “SEQUENCE OF” constructs are used for the same purpose, composing a list of more primitive data types into a complex one. For example, a simple CORBA-IDL structure

struct Rectangle {


unsigned short
width;


unsigned short
height;

};

is translated into a corresponding SoPI construct of

Rectangle ::= SEQUENCE {


Unsigned32
width,


Unsigned32
height

}

Mapping onto PIB

SoIP, like its father SMIv2, defines the structure of MIB, enabling management applications to browse entries in the MIB to searching through the table structure. In mapping the ConS-IPCM Common Structure onto PIB, it is probably most natural to make SLAform and ConnectionGraph as two highest table entries. Each table entry provides list of  data instances of the two ConS-IPCM structures. For instance, a table entry for SLAform may be given as follows:

tinaIpcmSLAformTable OBJECT-TYPE


SYNTAX
tinaIpcmSLAformEntry


STATUS
current


DESCRIPTION



“This table provides an entry to a list of SLAform instances.”

INDEX { tinaIpcmSLAformIndex }


::= { tinaIpcmSLAformTable 1 }

Appendix – 3
Mapping from TINA ODL (CORBA IDL) to XML

There is no standard rule established for translation between TINA ODL and XML yet. Although the two languages have different merits and different origins, translation between the two languages is fairly straightforward for ConS-IPCM specification described  in this submission. We are aware that standard approaches such as WIDL and XML RPC are available toward this translation issues [15], whose aim is to capture and translate vast majority of CORBA IDL syntax into XML-based structures.

The translation rules in this appendix applies only to the structures of CORBA IDL, or the shared management knowledge defined in section 5.2 Common Structures. In particular, representation and data exchange of SLA and Connection Graph between two stakeholders are in the center of expected usage of XML.

A simple IDL structure is translated into XML by expanding each data field name as a tag name. For example, a structure

struct Rectangle {


unsigned short width;


unsigned short height;

};

is translated into an XML fragment

<RECTANGLE>


<WIDTH>width_data</WIDTH>


<HEIGHT>height_data</HEIGHT>

</RECTANGLE>

Even for a more complex structure, it does not add much difficulty to the translation. The nesting rule of XML allows recursive expansion of IDL structures into named tag fields. One noteworthy IDL syntax is sequence. A sequence of primitive data elements will form a sequence, a list of primitive data. For example, a sequence of AttributeType

typedef sequence <AttributeType> AttributeSetType;

is translated into

<AttributeSetType>


<AttributeType>attribute_data</AttributeType>


<AttributeType>attribute_data</AttributeType>





:





: (repeat as many times as necessary)





:


<AttributeType>attribute_data</AttributeType>

</AttributeSetType>

Appendix – 4
ConS-IPCM Specification

To be completed when this submission is competed.
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